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## Preface

Econometrics is a (sub)discipline of economics concerned with the development of economic science in line with mathematics and statistics. Theoretical econometrics studies statistical properties of econometric procedures; applied econometrics includes the application of econometric methods to assess economic theories and the development and use of econometric models. The term "econometrics" first appeared one century ago, while the discipline really got the momentum in the 1930s with the founding of Econometric Society. Nowadays, econometrics is becoming a highly developed and highly mathematicized array of its own (sub)disciplines. And it should be this way, as economies are becoming increasingly complex, and scientific economic analyses require progressively thorough knowledge of solid quantitative methods. This was especially obvious during the recent global financial and economic crisis. As my graduate professor of econometrics, Dr. Jan F. Kiviet used to say: "Economics deserves hard methods." This book thus provides a recent insight on some key issues in econometric theory and applications.

The first three chapters focus on recent advances in econometric theory. The first chapter explores non-parametric (NP) estimation with a priori assumptions on neither the functional relations nor on the observed data. This appears to be the most general possible form on the purpose of econometrics; finding the functional form that underlies the data without making a priori restrictions or assumptions that can bias the search. In seeking the boundaries of the possible, one runs against a sharp dividing line that defines a necessary and sufficient condition for successful NP estimation. This condition is denominated "The limits of econometrics", and it is found somewhat surprisingly that it is equal to the classic statistical assumption on the relative likelihood of bounded and unbounded events.

The second chapter considers the traditional approach to the persistence properties of time series, i.e. the unit root testing and the median-unbiasedness method. The latter is used to estimate e.g. the $\operatorname{AR}(1)$ coefficients to investigate the persistence behaviour, due to the near unit root bias and resulting lack of distribution. Here it is shown that in order to calculate half-life from an $\operatorname{AR}(1)$ model, the instrument generating function (IGF) estimator is not only an asymptotically normal estimator, but also an easy-to-use alternative to the median-unbiasedness approach. An unrestricted FM-AR(p) model is proposed, a slight extension of the FM-VAR method, to estimate coefficients directly.

The third chapter proposes various classes of seasonal volatility models. Time series processes are considered, such as AR and RCA processes, with multiplicative seasonal GARCH errors and SV errors. The multiplicative seasonal volatility models are suitable for time series where autocorrelation exists at seasonal and at adjacent nonseasonal lags. The models introduced here extend and complement the existing volatility models in the literature to seasonal volatility models by introducing more general structures.

The last three chapters are dedicated to recent econometric applications. The fourth chapter focuses on the impacts of government-sponsored training programs aimed at disadvantaged male youths on their labour market transitions. A continuous time duration model is applied to estimate the density of duration times, controlling for the endogeneity of an individual's training status. The sensitivity of parameter estimates is investigated by comparing a typical non-parametric specification and a series of parametric two-factor loading models. These models implicitly assume that the intensity of transitions is related to the state of destination. Additionally, a parametric threefactor loading model is estimated. The novelty of this specification lies in the fact that the intensities of transitions are related to both the state of destination and the state of origin.

The fifth chapter extends the existing research on the returns to human capital accumulation that differentiates between the self-employed and wage earners. This is carried out by providing evidence in a cross-country framework using a homogenous database, which mitigates the problems associated with the existence of different data sources across countries, by using a panel data approach that is useful in dealing with endogeneity and selectivity biases, as well as unobserved heterogeneity, and by applying an efficient estimation method that allows for the correlation between individual effects and time-invariant regressors, and that avoids the insecurity associated with the choice of the appropriate instruments.

The last chapter investigates the international demand for tourism in two neighbouring Scandinavian regions by specifying separate equations that include the relevant information. A period of transition is analyzed from lower levels of integration to more intense integration, globalization, competitiveness, and high levels of income and welfare. Instead of being estimated equation-by-equation using standard ordinary least squares, which is a consistent estimation method, the equations are estimated using the generally more efficient iterative seemingly unrelated regression (ISUR) approach, which amounts to feasible generalized least squares with a specific form of the vari-ance-covariance matrix.

The book contains up-to-date publications of leading experts. The references at the end of each chapter provide a starting point to acquire a deeper knowledge on the state of the art. The edition is intended to furnish valuable recent information to the professionals involved in developing econometric theory and performing econometric applications.

Lastly, I would like to thank all the authors for their excellent contributions in different areas covered by this book, and the InTech team, especially the process manager Ms. Iva Lipović, for their support and patience during the whole process of creating this book. I dedicate this book to my mother Ana Verbič and my recently deceased father Miroslav Verbič.

Miroslav Verbič University of Ljubljana, Slovenia

## Part 1

Recent Advances in Econometric Theory

# The Limits of Mathematics and NP Estimation in Hilbert Spaces 

Graciela Chichilnisky*<br>Columbia University, New York<br>USA

## 1. Introduction

Non-Parametric (NP) estimation seeks the most general way to find a functional form that fits observed data. Any parametric assumption places a somewhat unnatural apriori restriction on the problem. For example linear estimation assumes from the outset that the functional forms described by the data are linear. This is a strong assumption that is often incorrect and prevents us from seeing the essential non-linear nature of economics. Indeed market clearing conditions are typically non-linear and therefore market behavior is not properly described by linear equations. Parametric estimation is therefore a "straight-jacket" that limits or distorts our perception of the world.
But how general is the NP philosophy? How far does it go? Are there limits to NP econometric estimation, can we assume nothing at all about the parameters of the problem and still obtain successful statistical tests that disclose the funcional forms behind the observed data? This chapter explores the limits to our ability to extend NP estimation. Considering the success of NP estimation in bounded or compact domains, the chapter seeks ways to identify the limits of extending it from bounded intervals to the entire real line $R^{+}$, so as to avoid artificial constraints that contradict the intention of NP estimation. The bounded sample approach is not new. In 1985 Rex Bergstrom (1985) constructed a non - parametric (NP) estimator for non-linear models with bounded sample spaces, using techniques of Hilbert spaces ${ }^{1}$ a type of space I introduced in Economics (Chichilnisky, 1977). His article is simple, elegant and general, but requires an a priori bound on observed data that conflicts with the spirit of $N P$ estimation. This chapter extends these original results to unbounded sample spaces such as the positive real line $R^{+},{ }^{2}$ using earlier work (Chichilnisky 1976, 1977, 1996, 2000, 2006, 2009, 2010a, 2010b and 2011). We find a sharp dividing line, a condition that is both necessary and sufficient for extending $N P$ estimation from bounded intervals to the entire real line. The clue

[^0]to this condition appeared in the literature as a classic statistical assumption that restricts the asymptotic behavior of the unknown function, and derives from a classical assumption on relative likelihoods. In De Groot (2004) the condition is denoted $S P_{4}$, and it compares the likelihood of bounded and unbounded sets. A simple interpretation for this condition is that, no matter how small is a set $B \succ \varnothing$, it is impossible for every infinite interval $(n, \infty)$ to be as least as likely as $B .{ }^{3}$ In practical terms the condition requires that in an increasing sequence of unboudned sets, the sets become eventually less likely than any bounded set. To check the condition in practice, one examines the relative likelihood of any bounded set $B$ and compares it with infinite sets of the form $(n, \infty)$. Eventually for large enough $n$, the set $B$ must be more likely than $(n, \infty)$. As a practical example, any continuous integrable density function on the line $f: R^{+} \rightarrow R$ defines a relative likelihood that satisfies this condition. And as shown below this condition eliminates fat tails.
In order to generalize the $N P$ estimation problem as much as possible, we extend Assumption $S P_{4}$ which was originally defined only for density functions, to any continuous unknown function $f: R^{+} \rightarrow R$. We show that when $S P_{4}$ is satisfied, the unknown function can be represented by a function in a Hilbert space and the $N P$ estimator can be extended appropriately to $R^{+}$. But when assumption $S P_{4}$ fails, the situation is quite different. The estimator does not have appropriate asymptotic behavior at infinity. It appears that a classic statistical assumption holds the cards for extending NP estimation to unbounded sample spaces.
Exploring other areas of the literature, we find other assumptions that we proved to be equivalent to $S P_{4}$ and in that sense determinant for extending $N P$ estimation to $R^{+}$. In decision theory one such assumption is the Monotone Continuity Axiom of Arrow (1970) and another is the Insensitivity to Rare Events see Chichilnisky (2000, 2006). In optimal growth models it is Dictatorship of the Present as defined in Chichilnisky (1996) and the classic work of Koopmans on "impatience". When the key assumptions fail the estimator does not converge. In all cases, the failure leads to purely finitely additive measures on $R^{+}$, and to distributions with heavy tails. Econometric results involving purely additive measures are still an open issue, which suggests the current limits of econometrics. We show here that they are directly connected with Kurt Godel's work on the Limits of Mathematics - which established in the 1940's that any logical system that is sufficiently complex - such as Mathematics - is either ambiguous or leads to contradictions. We are therefore encountering a general phenomenon on the limits of Mathematics.
Results extending semi NP estimation and NP estimation to infinite cases, dealing with separate but related issues, can be found e.g. in Blundell et al (2006), Stinchcombe (2002), and Chen (2005) among others. Other articles in the NP literature include Andrews (1991) and Newey (1997), both of which again assume a compact support for the regressor.

## 2. Hilbert spaces

The methodology we use here is weighted Hilbert spaces as defined in Chichilnisky (1976, 1977), two publications that introduced Hilbert Spaces in Economics.

These earlier results suggested the advantages of using Hilbert Spaces in econometrics, in particular for $N P$ estimation. ${ }^{4}$ The rationale is simple: $N P$ estimation is by nature infinite dimensional, because when the forms of the functions in the true model are unknown, the most efficient use of the data is to allow the estimated functions (or the number of estimated parameters) to depend on the size of the sample, tending to infinity with the sample size.

This provides a natural infinite dimensional context for $N P$ estimation. In this context, Hilbert spaces are a natural choice, because they are the closest analog to Euclidean space in infinite dimensions.
Bergstrom (1985) pointed out that there is a natural limitation for the use of Hilbert space on the real line $R$. Standard Hilbert spaces such as $L_{2}(R)$ require that the unknown function approaches zero at infinity, a somewhat unreasonable limitation to impose on the economic model as they exclude widely used functions such as constant, increasing and cyclical functions on the line. To overcome his objection I suggested using weighted Hilbert spaces since these impose weaker limiting requirement at infinity as shown below. Bergstrom's article (1985) acknowledged my contribution to NP estimation in Hilbert spaces, but it is restricted to bounded sample spaces: his results apply to $L_{2}$ spaces of functions defined on a bounded segment of the line, $[a, b] \subset R$.
Below we extend the original methodology in Bergstrom (1985) to unbounded sample spaces by using weighted Hilbert spaces as I originally proposed. In exploring the viability of the proofs, we run into an interesting dilemma. When the sample space is the entire positive real line, Hilbert space techniques still require additional conditions on the asymptotic behavior of the unknown function at infinity. In bounded sample spaces such as $[a, b]$ this problem did not arise, because the unknown are continuous, and therefore bounded and belong to the Hilbert space $L_{2}[a, b]$. But this is not the case when the sample space is the positive line $R^{+}$. A continuous real valued function on $R^{+}$may not be bounded, and may not be in the space $L_{2}\left(R^{+}\right)^{5}$. Therefore the Fourier series expansions that are used for defining the estimator may not converge. With unbounded sample spaces, additional statistical assumptions are needed for NP estimation.
Consider the problem of estimating an unknown function $f$ on $R^{+}$, for example a capital accumulation path through time or a density function, which are standard non - linear NP estimation problems. The unknown density function may be continuous, but not a square integrable function on $R^{+}$namely an element of $L_{2}\left(R^{+}\right)$. Since the NP estimator is defined by approximating values of the Fourier coefficients of the unknown function (Berhstrom 1985), when the Fourier coefficients of the estimator do not converge, the estimator itself fails to converge. A similar situation arises in general NP estimation problems where the unknown function may not have the asymptotic behavior needed to ensure the appropriate convergence. This illustrates the difficulties involved in extending NP estimation in Hilbert spaces from bounded to unbounded sample spaces.
The rest of this chapter focuses on statistical necessary and sufficient conditions needed for extending the results from bounded intervals to the positive line $R .{ }^{+}$

## 3. Statistical assumptions and NP estimation

A brief summary of earlier work is as follows. Bergstrom's statistical assumptions (Bergstrom, 1985) require that the unknown function $f$ be continuous and bounded a.e. on the sample space $[a, b] \in R .{ }^{6}$ His sample design assumes separate observations at equidistant points. The number of parameters increases with the size of the sample space, and disturbances are not necessarily normal.
Bergstrom uses an orthogonal series in Hilbert space to derive NP properties and prove convergence theorems. The series is orthonormal in the Hilbert space rather than in the sample
space, so the elements remain unchanged as the sample size increases. This series includes polynomials or any dense family of orthonormal functions in the Hilbert space.
An estimator $\hat{f}$ is defined in a simple and natural manner (Bergstrom 1985): the first $M$ Fourier coefficients of the unknown function $f$ are estimated relative to the orthonormal set. Estimates of the coefficients are obtained from the sample by ordinary least squares regression, setting the rest of the Fourier coefficients to zero. Bergstrom (1985) shows that $E\left[\int_{a}^{b}\left\{\hat{f}_{M N}(x)-f(x)\right\} d x\right]$ can be made arbitrarily small by a suitable choice of $M$ and of $N$. He also defines an estimator $f_{N}^{*}(x)$ that is optimal for the sample size $N$, and shows that this converges in a given metric to $f(x)$ as $N \rightarrow \infty$. A third theorem shows how an optimal value of $M^{*}$ is related to the Fourier coefficients and the mean square errors of their estimates obtained from regressions with various values of $M$, and provides the basis for an estimation procedure. A "stopping rule" is also provided for estimating the optimum value of the parameter which, for a given sample, provides the exact number of Fourier coefficients to be estimated. The definition of the estimator and the proofs of these results require that $f$ be an element of a Hilbert space.
Unbounded sample spaces give rise to a different type of problem. To explain the problem and motivate the results we first explain why earlier work was restricted to bounded sample spaces.

## 4. Why bounded sample spaces?

When working in Hilbert spaces, there are good technical reasons for requiring that the sample space be bounded. For example, consider the typical Hilbert space of functions $L_{2}$, the space of square integrable measurable real valued functions. Bergstrom (Bergstrom, 1985) considered the space $L_{2}[a, b]$ of functions defined on the bounded segment $[a, b] \subset R$, where $[a, b]$ represents the sample space. As he points out, there is no need to assume anything further than continuity for the unknown function. ${ }^{7}$ Every continuous unknown function on the segment $[a, b]$ is bounded and belongs to the Hilbert space $L_{2}[a, b]$.
However when the sample space is unbounded, such as $R^{+}$, the square integrability condition of being in $L_{2}\left(R^{+}\right)$function imposes significantly more restrictions. For example, for continuous functions of bounded variation, it requires that the functions to be estimated have a well defined limit at infinity, such as $\lim _{t \rightarrow \infty} f(t)=0$. This is not a reasonable restriction to impose on the unknown function, for example, if the function represents capital accumulation, which typically increases over time. The restriction on $\lim _{t \rightarrow \infty} f(t)$ eliminates also other standard cases, such as constant, increasing or cyclical functions.
In mathematical terms, an appropriate transformation of the line can alleviate the problem. This was the methodology introduced in Chichilnisky (1976 and 1977), the first publications to use Hilbert spaces in economics. I defined then a Hilbert space $L_{2}\left(R^{+}\right)$with a 'weight function' $\bar{\gamma}(t)$ that defines a finite density measure for $R^{+} .{ }^{8}$ In this case, square integrability requires far less, only that the product of the function times the weight function, $f(t) \bar{\gamma}(t)$, converges to zero at infinity, rather then the function $f(t)$ itself. This is a more reasonable assumption, which is asymptotically satisfied by the solutions in most optimal growth models, where there is well defined a 'discount' factor $\gamma>1$. The solution I considered was the (weighted) Hilbert space $L_{2}\left(R^{+}, \gamma\right)$ of all measurable functions $f$ for which the absolute value of the 'discounted' product $f(t) e^{-\gamma t}$ is square integrable, (Chichilnisky, 1976 and 1977). As
already stated this does not require $\lim _{t \rightarrow \infty} f(t)=0$, and it includes bounded, increasing and cyclical real valued functions on $R^{+} .{ }^{9}$ It is of course possible to include other weight functions as part of the methodology introduced in (Chichilnisky 1976, 1977), provided the weight functions are monotonically decreasing and therefore invertible, but the ones specified in Chichilnisky (1976 and 1977) are naturally associated with the models at hand. This solution is an improvement, but the condition that the unknown function belongs to a Hilbert space still poses asymptotic restrictions at infinity, which are considered below.
In the case of optimal growth models Chichilnisky (1977), the methodology of weighted Hilbert spaces is based on a transformation map induced by the model itself, its own 'discount factor' $\bar{\gamma}: R^{+} \rightarrow[0,1), \bar{\gamma}(t)=e^{-\gamma t}$. Under this transformation, the unbounded sample space $R^{+}$is mapped into the bounded sample space $[0,1)$ where the original assumptions and results for bounded sample spaces can be re-interpreted appropriately in a bounded sample space. This is the route followed in this paper.
Before doing so, however, it seems worth discussing briefly a different methodology that has been suggested for $N P$ estimation with unbounded sample spaces, ${ }^{10}$ explaining why it may be less suitable.

## 5. Compactifying the sample space

A natural approach to extend $N P$ estimation to unbounded sample spaces would be to compactify the sample space, and apply the existing results to the compactified space. For example, the compactification of the positive real line $R^{+}$yields a space that is equivalent to a bounded interval $[a, b]$. To proceed with $N P$ estimation, one needs to reinterpret every function $f: R^{+} \rightarrow R$ as a function defined on the compactified space, $\widetilde{f}: \widetilde{R} \rightarrow R$. As we see below, this requires from the onset that the function $f$ on $R$ has a well-defined limiting behavior at infinity, namely $\lim _{t \rightarrow \infty} f(t)<\infty$. Otherwise, $f$ cannot be extended to a function on the compactified space. To lift this constraint, Peter Phillips suggested that one could estimate (rather than assume) the behavior of the unknown function at infinity. ${ }^{11}$ But in all cases, some limit must be assumed for the unknown function, which can be considered an unrealistic requirement. The following example shows why.
Consider the Alexandroff one point compactification of the real line $R^{+}$, which consists of 'adding' to the real numbers a point of infinity $\{\infty\}$, and defining the corresponding neighborhoods of infinity. This is a frequently used technique of compactification. A function $f$ on the line $R$ can be extended to a function on the compactified line but only if $f$ has a well-defined limiting behavior at infinity, namely if there exists a well defined $\lim _{t \rightarrow \infty} f(t)$. This is not always possible nor a reasonable restriction to impose, for example, this requirement excludes all cyclical functions, for which $\lim _{t \rightarrow \infty} f(t)$ does not exist.
One can explore more general forms of compactification, such as the Stone - Cech compactification of the line $\widehat{R}$, the most general possible compactification of the real line. ${ }^{12} \widehat{R}$ is a well behaved Hausdorff space, and is a universal compactifier of $R$, which means that every other compactification of $R$ is a subset of it. Any function $f: R \rightarrow R$ can be extended to a function on the compactified space, $\widehat{f}: \widehat{R} \rightarrow R$. However it is difficult to interpret Hilbert Spaces of functions defined on $\widehat{R}$, since these would be square integrable functions defined on ultrafilters rather than on real numbers. Such spaces do not have a natural interpretation.
To overcome these difficulties, in the following we use weighted Hilbert Spaces for NP estimation on unbounded samples spaces.

## 6. NP estimation on Weighted Hilbert spaces

Following Chichilnisky (1976), (1977) consider the sample space $R^{+}=[0, \infty)$ with a standard $\sigma$ field and a finite density or 'weight function' $\bar{\gamma}: R^{+} \rightarrow[1,0), \bar{\gamma}(t)=e^{-\gamma t}, \gamma>1$, $\int_{R^{+}} e^{-\gamma t} d t<\infty$. Define the weighted Hilbert space $H_{\gamma}$, also denoted $H$, consisting of all measurable and square integrable functions $g():. R^{+} \rightarrow R$ with the weighted $L_{2}$ norm $\|$.

$$
\|g\|_{2}=\left(\int_{R^{+}} g^{2}(t) e^{-\gamma t} d t\right)^{1 / 2}
$$

Observe that the space $H$ contains the space of bounded measurable functions $L_{\infty}\left(R^{+}\right)$, and includes all periodic and constant functions, as well as many increasing functions.
The weight function $\bar{\gamma}$ induces a homeomorphism, namely a bi-continuous one to one and onto transformation, between the positive real line and the interval $[1,0), \bar{\gamma}: R^{+} \rightarrow$ $[0,1), \bar{\gamma}(t)=e^{-\gamma t}$. In the following we use a modified homeomorphism $\delta: R^{+} \rightarrow[0,1)$ defined as $\delta(t)=1-\bar{\gamma}(t) \in[0,1]$ to maintain the standard order of the line. The transformation $\delta$ allows us to translate Bergstrom's 1985 methodology, assumptions and notation, which are valid for $[0,1]$, to the positive real line $R^{+}$. The following section interprets the statistical assumptions in Bergstrom (1985) for NP estimation in this new context, and introduces new statistical assumptions.

## 7. Statistical assumptions and results on $R^{+}$

We have a sample of $N$ paired observations $\left(t_{1}, y_{1}\right) \ldots,\left(t_{N}, y_{N}\right)$ in which $t_{1}, \ldots t_{N}$ are non random positive real numbers whose values are fixed by the statistician and $y_{1}, \ldots y_{N}$ are random variables whose joint distribution depends on $t_{1}, \ldots t_{N}$. we may In particular it is assumed that $E\left(y_{i}\right)=f\left(\delta\left(t_{i}\right)\right)=f\left(x_{i}\right),(i=1, \ldots, N)$ where $f$ is an unknown function, $\delta: R^{+} \rightarrow[0,1)$ is the one to one transformation defined above, and $x_{i}=\delta\left(t_{i}\right)$.
We are concerned with estimating an unknown function $g: R^{+} \rightarrow R$ over the sample space $R^{+}$or, equivalently, estimating the function $f$ over the bounded interval $[0,1)$ defined by $f()=.\left(g \circ \delta^{-1}\right)()=.g\left(\delta^{-1}().\right):[0,1) \rightarrow R$. The model is precisely described by Assumptions 1 to 4 below, which are a transformed version of the Assumptions in Bergstrom (1985), section 2, p. 11. We also require a new statistical assumption, Assumption 3 below, which is needed due to the unbounded nature of our sample space ${ }^{13}$.
Observe that, given the properties of the transformation map $\delta$, it is statistically equivalent to work with the non random variables $t_{1}, \ldots t_{N}$ or, instead, with the transformed non random variables $x_{1}=x_{1}\left(t_{1}\right) \ldots x_{N}=x_{N}\left(t_{N}\right)$. To simplify the comparison with Bergstrom's (1985) results, it seems best to use the latter variables when describing the statistical model:
Assumption 1: (Sampling assumption) The observable random variables $y_{1}, \ldots y_{N}$ are assumed to be generated by the equations

$$
y_{i}=f\left(x_{i}\right)+u_{i}=f\left(\delta\left(t_{i}\right)\right)+u_{i}
$$

where

$$
\begin{gathered}
x_{i}=a+\frac{b-a}{2 N} \\
x_{i+1}=x_{i}+\frac{b-a}{N}, i=1, \ldots, N-1
\end{gathered}
$$

$a, b$ are constants $(1 \geqslant b>a \geqslant 0)$ and $u_{1} \ldots u_{N}$ are unobservable random variables ${ }^{14}$ satisfying the conditions:

$$
\begin{gathered}
E\left(u_{i}\right)=0 \\
E\left(u_{i}^{2}\right)=\sigma^{2} \\
E\left(u_{i}, u_{j}\right)=0 \quad i \neq j, i=1, \ldots, N .
\end{gathered}
$$

Assumption 2: The unknown function $g: R^{+} \rightarrow R$ is continuous or, equivalently, the 'transformed' function $f:[0,1) \rightarrow R$ defined by $f()=.\operatorname{go} \delta^{-1}():.[0,1) \rightarrow R$, is continuous. When the domain of a function $f$ - namely the sample space - is the closed bounded interval $[0,1]$ then, being continuous, $f$ is bounded and $f \in L_{2}[0,1]$ as pointed out in Bergstrom (1985), p. 11. One may therefore apply Hilbert Spaces techniques for $N P$ estimation.

In our case, the (transformed) function $f$ is defined over the (half open) interval $[0,1)$. Under appropriate boundary conditions $f$ can be extended to the closed interval $[0,1]$. Continuity over the closed bounded interval implies boundedness, and furthermore it ensures that $f \in L_{2}[0,1]$. But this is no longer true when the sample space is the positive real line $R^{+}$, or, equivalently, the transformed sample space is $\delta\left(R^{+}\right)=[0,1)$. A continuous function defined on $R^{+}$may not be bounded, and may not belong to $L_{2}\left(R^{+}\right) .{ }^{15}$ For the unbounded sample space $R^{+}$, we require the following additional statistical assumption on the unknown function:
Assumption 3: The unknown function $g: R^{+} \rightarrow R$ is in the Hilbert Space $H$ or, equivalently, the transformed function $f:[0,1) \rightarrow R$ can be extended to a continuous function $f:[0,1] \rightarrow R$.
Assumption 4: The countable set of continuous functions $\phi_{1}(x(t)), \ldots, \phi_{N}(x(t))$ is a complete orthonormal set in the space $L_{2}\left(R^{+}\right)$of square integrable functions on $R^{+}$with ordinary Lebesgue measure $\mu$.
This requires that the functions $\phi_{j}$ be continuous, linearly independent, dense in $L_{2}\left(R^{+}\right)$and satisfy the conditions

$$
\int_{0}^{1} \phi_{j}^{2}(x) d x=1,(j=1,2, \ldots)
$$

and

$$
\int_{0}^{1} \phi_{j}(x) \cdot \phi_{i}(x) d x=0,(j \neq i ; j, i=1,2 \ldots) .
$$

Observe that one can consider different orthonormal sets, for example, (Bergstrom, 1985) considers an orthonormal set consisting of polynomials on increasing order.
On the basis of these Assumptions (1,2,3 and 4) the following results, which are reproduced from Bergstrom, 1985, obtain directly from those of Bergstrom, 1985. These results are expressed in the transformed unknown function $f:[0,1] \rightarrow R$ to facilitate comparison with Bergstrom (1985) but can be equivalently expressed on the unknown function $g: R^{+} \rightarrow R$ :
Theorem 1. (Bergstrom, 1985) Let $\hat{f}_{M N}(x)$ be defined by

$$
\begin{equation*}
\hat{f}_{M N}(x)=\hat{c}_{1}(M, N) \phi_{1}(x)+\ldots+\hat{c}_{M}(M, N) \phi_{M}(x) \tag{1}
\end{equation*}
$$

where

$$
\hat{c}_{1}(M, N) \phi_{1}(x), \ldots, \hat{c}_{M}(M, N) \phi_{M}(x)
$$

are the values of

$$
c_{1}, c_{2}, \ldots, c_{M}
$$

that minimize

$$
\sum_{i=1}^{N}\left\{y_{1}-c_{1} \phi_{1}(x)-\ldots-c_{M} \phi_{M}(x)\right\}^{2}
$$

i.e. there are sample regression coefficients. Then for an arbitrarily small real number $\varepsilon>0$, there are $M_{\varepsilon}$ and $N_{\varepsilon}(M)$ such that

$$
E\left[\int_{a}^{b} \hat{f}_{M N}(x)-f(x) d x\right]<\varepsilon
$$

if $M>M_{\varepsilon}$ and $N>N_{\varepsilon}(M)$.
Theorem 2. (Bergstrom, 1985) Let $M^{*}$ be the smallest integer such that

$$
E\left[\int_{0}^{1}\left\{\widehat{f}_{M^{*} N}(x)-f(x)\right\}^{2}\right] \leq E\left[\int_{0}^{1}\left\{\widehat{f}_{M N}(x)-f(x)\right\}^{2}\right](M=1, \ldots, N)
$$

where $\widehat{f}_{M N}(x)$ is defined by (1) and let $f_{N}^{*}(x)$ be defined by

$$
f_{N}^{*}(x)=\widehat{f}_{M^{*} N}(x)
$$

Then under Assumptions 1-4,

$$
\lim _{N \rightarrow \infty}\left[\int_{0}^{1}\left\{f_{N}^{*}(x)-f(x)\right\}^{2} d x\right]=0
$$

Definition 3. Let $c_{1}, \ldots, c_{n}, \ldots$ be the Fourier coefficients of $f(x)$ relative to the orthonormal set $\phi_{1}, \ldots, \phi_{n}$ in the transformed set $[0,1]$, namely

$$
c_{j}=\int_{0}^{1} f(x) \phi_{j}(x) d x, \quad(j=1,2, \ldots)
$$

Observe that under the conditions the set $\phi_{1}, \ldots, \phi_{n}$ is orthonormal and therefore complete in $L_{2}[0,1]$ so that

$$
\lim _{M \rightarrow \infty} \int_{0}^{1}\left\{f(x)-\sum_{j=1}^{M} c_{j} \phi_{j}(x)\right\}^{2}=0
$$

and Parseval's inequality is satisfied (Kolmogorov, 1961, p. 98)

$$
\int_{0}^{1} f^{2}(x) d x=\sum_{j=1}^{\infty} c_{j}^{2} .
$$

Theorem 4. (Bergstrom 1985) Under Assumptions 1-4,

$$
\begin{aligned}
& \sum_{j=M+1}^{M^{*}} c_{j}^{2} \geq \sum_{j=1}^{M^{*}} E\left(\widehat{c}_{j}\left(M^{*}, N\right)-c_{j}\right)^{2}-\sum_{j=1}^{M} E\left(\widehat{c}_{j}(M, N)-c_{j}\right)^{2} \quad\left(M=1, \ldots, M^{*}-1\right) \\
& \sum_{j=M^{*}+1}^{M} c_{j}^{2} \leqslant \sum_{j=1}^{M} E\left(\widehat{c}_{j}(M, N)-c_{j}\right)^{2}-\sum_{j=1}^{M^{*}} E\left(\widehat{c}_{j}\left(M^{*}, N\right)-c_{j}\right)^{2} \quad\left(M=M^{*}+1, \ldots, N\right)
\end{aligned}
$$

From the definition of the transformation $\delta$ and Assumptions 1 to 4, the proofs for the theorems above follow directly from Theorems 1, 2 and 3 in Bergstrom 1985..
Theorems 1, 2 and 4 are quite general, but the underlying assumptions (1 to 4) still require interpretation for the case of unbounded sample spaces. The following section tackles this issue.

## 8. Statistical assumptions on $R^{+}$

Assumptions 1, 2 and 4 have a ready interpretation in the transformed sample space. Assumption 3 is however of a different nature. It requires that the unknown function $g: R^{+} \rightarrow R$ be an element of a (weighted) Hilbert space or, equivalently, that the transformed unknown function $f:[0,1) \rightarrow R$ can be extended to a continuous function in the Hilbert space $L_{2}[0,1]$. This condition is critical: when Assumption 3 is satisfied Theorems 1, 2 and 4 extend $N P$ estimation to $R^{+}$, but otherwise these theorems, which depend on the properties of $L_{2}$ functions and the convergence of their Fourier coefficients, no longer work. What conditions are needed to ensure that Assumption 3 holds? ${ }^{16}$ The following provides classical statistical conditions involving relative likelihoods (cf. De Groot, 2004, Chapter 6).

Theorem 5. If a relative likelihood $\preceq$ satisfies assumptions $S P_{1}$ to $S P_{5}$ of De Groot (2004) Chapter 6, then there exists a probability function $f: R^{+} \rightarrow R$ representing the relative likelihood $\preceq$ where $f$ is an element of the Hilbert space $L_{2}\left(R^{+}\right)$and Assumption 3 above is satisfied.
Proof: Consider the five assumptions $S P_{1}, \ldots, S P_{5}$ provided in Degroot (2004) Chapter 6. Together they imply the existence of a countably additive probability measure on $R^{+}$that agrees with the relative likelihood order $\gtrsim$ (cf. Degroot, 2004), Section 6.4, p. 76-77). Given any countably additive measure $\mu$ on $R$ one can always find a functional representation as a measurable function, $f: R^{+} \rightarrow R$, that is integrable, $f \in L_{1}\left(R^{+}\right)$and satisfying $\mu(A)=\int_{A} f(x) d x$ (Yosida 1952). In other words, the five assumptions $S P_{1}, \ldots, S P_{5}$ guarantee the existence of an absolutely continuous distribution representing the 'relative likelihood of events' (Degroot, 2004).
Since the space of integrable functions on the (positive) real line is contained in the space of square integrable functions on the (positive) real line, $L_{1}\left(R^{+}\right) \subset L_{2}\left(R^{+}\right)$(Yosida, 1952) it follows, under the assumptions, that $f \in L_{2}\left(R^{+}\right)$as we wished to prove. Thus the five statistical assumptions of Degroot (2004) suffice to guarantee our Assumption 3, and hence the results of Theorems 1,2 and 4.
Among the five fundamental statistical assumptions of Degroot (2004) there is one, $S P_{4}$, which plays a key role: it is necessary and sufficient to extend the NP estimation results to unknown density functions on $R^{+}$.The next step is to define assumption $S P_{4}$ and explain its role. The notation $A \succeq B$ indicates that the likelihood of the set or event $A$ is higher than the likelihood of $B$, see Degroot (2004).

Definition 6. Assumption $S P_{4}$ (De Groot 2004): Let $A_{1} \supset A_{2} \supset \ldots$...be a decreasing sequence of events, and $B$ some fixed event such that $A_{i} \succsim B$ for $i=1,2 \ldots .$, Then $\bigcap_{i=1}^{\infty} A_{i} \gtrsim B_{i}$.

To clarify the role of $S P_{4}$, suppose that each infinite interval of the form $(n, \infty) \subset R, n=1,2, \ldots$ is regarded as more likely (by the relative likelihood) than some fixed small subset $B$ of $R$. Since the intersection of all these intervals is empty, $B$ must be equivalent to the empty set $\phi$. In other words, if $B$ is more likely than the empty set, $B \succ \phi$, then regardless of how small is
$B$ is, it is impossible for every infinite interval $(n, \infty)$ to be as likely as $B$. One way to interpret the role of Assumption $S P_{4}$ is in averting 'heavy tails':

Definition 7. We say that a relative likelihood $\succsim$ has 'heavy tails' when for any given set $B$, there exist an $N>0$ such that $n>N$ and $C \supset(n, \infty), C \succsim B$ namely $C$ is as likely as $B \subset R^{+} .{ }^{17}$

Intuitively, this definition states that there exist infinite intervals or 'tail sets' of the form $(n, \infty)$ with arbitrarily large measure, which may be interpreted as 'heavy tails'.
Theorem 8. When assumption $S P_{4}$ fails, relative likelihoods have 'heavy tails'.
Proof: The logical negation of $S P_{4}$ implies that there exists a large enough $n$ such that $(n, \infty)$ is as likely than $B$, for any bounded $B$. This implies that the probability measure of the event $(n, \infty)$ does not go to zero when $n$ goes to infinity. Therefore, one obtains 'heavy tails' as defined above.
It is possible to interpret $S P_{4}$ to apply to any unknown function $f: R^{+} \rightarrow R$ within the statistical model defined above. For this one must reinterpret the relationship $\preceq$ that appears in the definition of $S P_{4}$ as follows:
Definition 9. Let $f: R^{+} \rightarrow R$ be a continuous positive valued function. Then the expression $A \preceq B$ means $\int_{A} f d x<\int_{B} f d x$, where integration is with respect to the standard measure on $R^{+} .{ }^{1}$

When working in Hilbert spaces, we use a similar definition of the expression $\preceq$ to obtain necessary and sufficient conditions below:
Definition 10. Let $f: R^{+} \rightarrow R$ be a continuous function. Then the expression $A \preceq B$ means $\int_{A} f^{2} d x<\int_{B} f^{2} d x$, where integration is with respect to the standard measure on $R^{+} .{ }^{18}$
The following extends $S P_{4}$ to any continuous function $f: R^{+} \rightarrow R$ :
Definition 11. Assumption $S P_{4}$ in Hilbert spaces. Let $A_{1} \supset A_{2} \supset \ldots$...be a decreasing sequence of sets in $R^{+}$, and $B$ some fixed set such that $A_{i} \succsim B$, namely $\int_{A_{i}} f^{2}(x) d x>\int_{B} f^{2}(x) d x$ for $i=1,2 \ldots$, then $\bigcap_{i=1}^{\infty} A_{i} \gtrsim B_{i}$.
In other words, if $B$ is any set such that $\int_{B} f^{2}(x) d x>0$, then regardless of how small is $B$, it is impossible for every infinite interval $(n, \infty)$ to satisfy $\int_{(n, \infty)} f^{2}(x) d x>\int_{B} f^{2}(x) d x$. This is a reasonable extension of $S P_{4}$ provided above.

## 9. SP4 is necessary and sufficient for extending NP estimation to $R^{+}$

To obtain specific necessary and sufficient conditions for $N P$ estimation, consider now the statistical model defined above, and assume that all the statistical assumptions of Bergstrom (1985) are satisfied, namely Assumptions 1, 2 and 4 . We study the estimation of an unknown function $g: R^{+} \rightarrow R$. When the model is restricted to the bounded sample space $[0,1]$, namely $g:[0,1] \rightarrow R$, Theorems 1, 2 and 4 of Bergstrom (1985) ensure the existence of an NP estimator in Hilbert spaces with the appropriate asymptotic behavior. The following provides a necessary and sufficient condition for extending the $N P$ estimation results from the sample space $[0,1]$ to the unbounded sample space $R^{+}$:

[^1]Theorem 12. Assumption $S P_{4}$ of De Groot (2004), as extended above, is necessary and sufficient for extending NP estimation in Hilbert Spaces from the sample space $[0,1]$ to the unbounded sample space $R^{+}$.

Proof: This follows directly from Theorems 1, 2, 4, 5 and 8 above.
Observe that when $S P_{4}$ fails, the distribution induced by the density $f$ is not countably additive and cannot be represented by a function in $H$, and the estimator, which is constructed from Fourier coefficients, fails to converge.

## 10. Connection with decision theory

The general applicability of $N P$ estimation, and the central role played by assumption $S P_{4}$, make it desirable to situate the results in the context of the larger literature. A natural connection that comes to mind is decision theory. There is an logical parallel between the classic assumptions on relative likelihood (De Groot, 2004) and the classic axioms of decision making under uncertainty (Arrow, 1970). From assumptions on relative likelihood one obtains probability measures that represent the likelihood of events. From the axioms of decision making under uncertainty, one derives subjective probability measures that define expected utility. One would expect to find an axiom in the foundations of choice under uncertainty that corresponds to assumption $S P_{4}$ on relative utility. Such an axiom exists: it is called Monotone Continuity in Arrow (1970) and as shown below, it is equivalent to $S P_{4}$. We use standard definitions for actions and lotteries used in the theory of choice under uncertainty, see e.g. Arrow (1970) and Chichilnisky (2000).

Definition 13. A vanishing sequence of sets in the real line $R$ is a family of of sets $\left\{A_{i}\right\}_{i=1, \ldots \ldots} \subset R^{+}$ satisfying $A_{1} \supset A_{2} \supset \ldots \supset A_{i} \ldots$, and $\bigcap_{i=1}^{\infty} A_{i}=\phi$.
Definition 14. The expression $A \succ B$ is used to indicate that action $A \subset R$ is 'preferred' to action $B \subset R$.

Definition 15. Monotone Continuity Axiom (MCA, Arrow (1970)) Given two actions A and B where $A \succ B$ and a vanishing sequence $\left\{E_{i}\right\}$, suppose that $\left\{A_{i}\right\}$ and $\left\{B_{i}\right\}$ yield the same consequences as $A$ and $B$ on $E_{i}^{c}$ and any arbitrary consequence $c$ on $E_{i}$. Then for all isufficiently large, $A_{i} \succ B_{i}$.

The following results use the identification see Yosida (1952, 1974), , Chichilnisky (2000) of a distribution on the line $R$ with a continuous linear real valued function defined on the space of bounded functions on the line, $L_{\infty}(R) .{ }^{19}$

Theorem 16. Assumption $S P_{4}$ of De Groot (2004) is equivalent to the Monotone Continuity Axiom (1970).

Proof: The strategy is to show that $S P_{4}$ and the Monotone Continuity Axiom (MCA) are each necessary and sufficient for the existence of a ranking of events $\preceq$ in $R^{+}$(by relative likelihood, or by choice, respectively) that is representable by an integrable function on $R^{+} .{ }^{20}$ Consider first the Monotone Continuity Axiom (MCA). Chichilnisky (2006) showed it is necessary and sufficient for the existence of a choice function that is a continuous linear function on $R$, an element of the dual space $L_{\infty}^{*}(R)$, represented by a countably additive measure on $R$ and thus admitting a representation by an integrable function in $L_{1}(R)$. The argument is as follows: the dual space $L_{\infty}^{*}(R)$ is (by definition) the space of all continuous linear real valued functions on $L_{\infty}\left(R^{+}\right)$. It has been shown that this space consists (Yosida, 1952, 1974) of both
countably additive and purely finitely additive measures on $R$. Chichilnisky (2006) showed Monotone Continuity Axiom rules out purely finitely additive linear measures and ensures that the choice criterion is represented by a countably additive measure on $R$, Theorem 2 of Chichilnisky (2006). Since a countably additive measure on $R$ can always be represented by an integrable function in $L_{1}\left(R^{+}\right)$(Yosida, 1952, 1974), this completes the first part of the proof. Consider now $S P_{4}$. De Groot De Groot (2004) showed that Assumption $S P_{4}$ eliminates distributions that are purely finitely additive, as shown in para. 3, page 73 Section 6.2 of De Groot (2004), ensuring that the distribution is represented by a countably additive measure, which completes the proof.

## 11. Rare events and sustainability

When estimating an unknown path $f$ over time, $S P_{4}$ can be interpreted as a condition on the behavior of the unknown function on finite and infinite time intervals. A related necessary and sufficient condition has been used in the literature on Sustainable Development: it is called Dictatorship of the Present, Chichilnisky (1996). For any order $\preceq$ of continuous bounded paths $f: R^{+} \rightarrow R$ :

Definition 17. We say that $\preceq$ is a Dictatorship of the Present when for any two $f$ and $g$ there exists an $N=N(f, g)$ such that $f \preceq g \Leftrightarrow f^{\prime} \preceq g^{\prime}$, for any $f^{\prime}$ and $g^{\prime}$ that are identical to $f$ and $g$ on the interval $[0, N)$.

The condition of dictatorship of the present Chichilnisky (1996) is equivalent to the representation of a welfare criterion by countably additive measures, and by an attendant integrable function on the line. The condition is also logically identical to Insensitivity to Rare Events Chichilnisky $(2000,2006)$, when the numbers in the real line $R^{+}$represents events rather than time periods:

Definition 18. (Chichilnisky (2000, 2006)) A ranking of lotteries $W: L \rightarrow R$ is called Insensitive to Rare Events when for any two lotteries, $f$ and $g$, there is an $\varepsilon>0, \varepsilon=\varepsilon(f, g)$ such that $W(f)>$ $W(g) \Leftrightarrow W\left(f^{\prime}\right)>W\left(g^{\prime}\right)$ for every $f^{\prime}$ and $g^{\prime}$ that differ from $f$ and $g$ solely on sets of measure smaller than $\varepsilon$.

Definition 19. (Chichilnisky 2000, 2006) A ranking of lotteries $W: L \rightarrow R$ is Sensitive to Rare Events when it is not Insensitive to Rare Events.

Theorem 20. Assumption $S P_{4}$ is equivalent to Monotone Continuity and to Insensitivity for Rare Events, and the latter is logically identical to Dictatorship of the Present. In their appropriate contexts, each of the four conditions ( $\mathrm{SP}_{4}$, Monotone Continuity, Insensitivity for Rare Events, and Dictatorship of the Present) is necessary and sufficient for extending NP estimation results to $R^{+}$.

Proof: Chichilnisky (2006) established that Insensitivity to Rare Events is equivalent to the Monotone Continuity Axiom (MCA) in Arrow (1970), cf. Theorem 2 in Chichilnisky (2006). Chichilnisky (1996, 2000) showed that Insensitivity to Rare Events is logically identical to Dictatorship of the Present. Theorems 12 and 16 complete the proof of the theorem.

## 12. K. Godel and the limits of mathematics

The critical condition that allows extending econometric estimation from bounded domains to the entire line is the logical negation of purely finitely additive measures, as was shown
in the previous Section. The constructibility of purely finite measures has been shown in turn to be equivalent to the existence of "ultrafilters", to Hahn Banach's theorem and the Axiom of Choice in Mathematics, Chichilnisky (2009, 2010a, 2010b). Furthermore, the Axiom of Choice was established by K. Godel early on to be independent from the other axioms of Mathematics (Godel (1943)), so there is a formulation of Mathematics with the Axiom of Choice and another without it, both are equally valid. This Axiom of Choice itself is therefore an unprovable proposition from the other axioms of Mathematics - thus providing a link with the ambiguity feature of large logical systems that was first identified by K. Godel last century (1943). Equally the two separate and distinct mathematical systems - one with and the other without the Axiom of Choice - are equally valid and they are contradictory with each other. Therefore there exist mathematically and logically correct statements that are contradictory within the classic body of Mathematics. These statements confirm K. Godel's incompleteness theorem for Mathematics.
More precisely, the formal equivalence we are seeking between the results of this chapter and the Limits of Mathematics, has been established in the previous Section of this chapter, where a link was established to Chichilnisky's axiom of "Sensitivity to Rare Events" - which, in Chichilnisky (2009, 2010a, 2010b, 2011), was proven to be identical with the negation of the Axiom of Choice.
The literature on the Limits of Mathematics that was initiated by Godel, is deeply connected therefore with the results on the Limits of Econometrics presented in this chapter.

## 13. Conclusions

We extended Bergstrom's 1985 results on NP estimation in Hilbert spaces to unbounded sample sets, using previous results in Chichilnisky (1976 and 1977). The focus was on the statistical assumptions needed for the extension. When estimating an unknown function on the positive line $R^{+}$, we obtained a necessary and sufficient condition that derives from a classic assumption on relative likelihoods, $S P_{4}$ in De Groot (2004).We extended assumption $S P_{4}$, and therefore the results, to any unknown continuous function $f: R^{+} \rightarrow R$. We also showed that the $S P_{4}$ assumption is equivalent to well known axioms for choice under uncertainty, such as the Monotone Continuity Axiom in Arrow (1970), Insensitivity to Rare Events in Chichilnisky $(2000,2006)$, and to criteria used for sustainable choice over time, such as Dictatorship of the Present (1996).
When the key assumptions fail, the estimators on bounded sample spaces that are based on Fourier coefficients, do not converge. We showed that this involves 'heavy tails' and purely finitely additive measures, thus suggesting a limit to $N P$ econometrics.

## 14. Footnotes

1. In 1980 Rex Bergstrom and I discussed Hilbert spaces at a Colchester pub at a time he offered me the Keynes Chair of Economics at the University of Essex, which I accepted. Bergstrom was interested in my recent work introducing Hilbert and Sobolev Spaces in Economics (Chichilnisky, 1976, 1977) and I suggested that Hilbert Spaces were a natural space to use in NP Econometrics, which apparently inspired his 1985 chapter. Bergstrom passed away in 2006, and his former student Peter Phillips organized this conference in his honor. This paper is in honor of a great man, and attempts to complete a conversation between us that was left pending for 27 years.
2. In a weighted Hilbert space the real line $R$ is endowed with a finite density function, such as $e^{-t}$, rather than the standard uniform measure on $R$.
3. See p. 73, Section 6.2 of De Groot (2004), para. 4 following Assumption $S P_{4}$.
4. NP estimation in Hilbert Spaces was very interesting to me at the time, as I had introduced Hilbert spaces in economic models in a PhD dissertation with Gerard Debreu at UC Berkeley (Chichilnisky 1976) and in a neoclassical optimal growth model (Chichilnisky 1977), including $L_{2}$, weighted $L_{2}$ and Sobolev spaces. A few years later, in 1981, Gallant (1981) used again Sobolev norms for non - parametric estimation.
5. The same problem arises when the sample space is bounded but not closed, such as $[a, b)$.
6. This implies that the estimator $f$ is in the Hilbert Space $L_{2}$ of square integrable functions denoted $L_{2}[a, b]$, which is the space of measurable functions $f:[a, b] \rightarrow R$ satisfying $\int_{a}^{b}$ । $\left.f(x)\right|^{2} d x<\infty$.
7. Bergstrom (1985) required the function to be continuous a.e. on $[a, b]$ which is essentially the same in our case.
8. The weighted Hilbert space $H$ is defined as the space of all square integrable functions on the positive line using the (finite) density function $\delta^{-x}$ : a function $f \in H$ when the 'weighted' integral $\int_{R^{+}}\left|f(x) \delta^{-x}\right|^{2} d x<\infty$.
9. This weaker assumption always works, but has no natural interpretation when the model lacks a 'discount factor'.
10. Private communication with Peter Phillips.
11. Private communication.
12. This can be described as the space of all ultrafilters of the real line $R$.
13. And the fact that $[0,1)$ is not compact.
14. To simplify notation we may assume in the following without loss of generality $a=0$, $b=1$.
15. Appropriate boundary conditions are needed for this to be the case, for example, in the case of continuous functions of bounded variation,
$\lim _{x \rightarrow \infty} f(x)=0$.
16. Since we consider weight functions $\bar{\gamma}$ one could interpret the requirement simply as the fact that $g^{2}$ does not go to infinity "too fast". But what does "too fast" mean in a non parametric context? Compared to what? Imposing a limiting condition at infinity or at a boundary $(x \rightarrow 1)$ becomes a parametric requirement that conflicts with the intention of non-parametric estimation. Alternatively one could choose another "weighting" function $\widehat{\gamma}$ on the definition of $H_{\gamma}$ for which $g \in H_{\gamma}$, but this becomes an arbitrary parameter and defeats the "non parametric" nature of the problem. When estimating a density function $f$ over $R^{+}$one may answer the question by reference to the properties of the associated relative likelihood function (? ), or, when estimating an investment path over time, one may consider the behavior of the associated capital accumulation path. A referee pointed out that an alternative choice of weighting function is the density of the regressor (assuming it has one). In practice this is not known but could be estimated. If one uses the empirical cdf, $\widehat{\Pi}(t)=\sum_{i} I\left\{t_{i} \leqslant t\right\} / N$, then $x_{i}=\widehat{\Pi}^{-1}\left(t_{i}\right)=(i-1) / N$. $\widehat{\Pi}$ is not invertible in a strict sense, but this can be handled using a kernel-smoothed version of it. Using the density $\pi(t)=\Pi^{\prime}(t)$, the central condition becomes $\int_{R_{+}} g^{2}(x) \pi(t) d t=E\left\{g^{2}(t)\right\}<\infty$ and highlights that the condition concerns both the regression function and the distribution / transformation of the random valiable $t$.
17. Other definitions of the phenomenon known as 'heavy tails' exist, and are not discussed here. Our interpretation is presented as one possible definition of heavy tails that is justified by the fact that it is based only on the 'primitives' of the statistical theory namely, on 'relative likelihoods'.
18. Observe that the interpretation of the relationship $\preceq$ is identical to the definition of relative likelihood when $f$ is a density function. Therefore it agrees with the definition provided in the previous section.
19. Namely an element of the dual space of $L_{\infty}(R)$, denoted $L_{\infty}^{*}(R)$.
20. Namely a function in $L_{1}\left(R^{+}\right)$
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# Instrument Generating Function and Analysis of Persistent Economic Times Series: Theory and Application 

Tsung-wu Ho<br>Dept. of Finance, Shih Hsin University<br>Taiwan, R.O.C.

## 1. Introduction

The traditional approach to the persistence properties of time series is unit root tests, and because of the near unit root bias, the median-unbiased procedure of Andrews (1993) is widely used. In this article, we show that: To calculate half life from $\operatorname{AR}(1)$, the instrument generating function estimator of Phillips et al. (2004) is not only an asymptotically normal estimator, but also an easy-to-use alternative to Andrews (1993); to calculate half life from $\operatorname{AR}(\mathrm{p})$, we propose a FM-AR model, which is a modified version of Phillips' (1995) FM-VAR.
There are two approaches to study the persistence/convergence property of a univariate time series, for example, real exchange rate: unit root test and half life. The unit root approach to the persistence properties models the series either as trend-stationary, where innovations have no permanent effects, or difference stationary, implying that shocks have permanent effects ${ }^{1}$. However, reliance on unit root tests does not provide a measure of uncertainty of the estimates of finiteness or permanence of innovations because a rejection of the unit root null could still be consistent with a stationary process with highly persistent shocks. In addition, an important pitfall in using the autoregressive (AR, thereafter) model to analyze the persistence of shocks to the data is that standard estimators, such as least squares, are significantly downwardly biased in finite samples, especially when the true autoregressive parameter is close to but less than one. Problem of near-unit root bias biases empirical results in favor of stationarity.
Let $y$ denote the $\log$ of real exchange rate, the estimation of half life begins with the autoregression below

$$
\begin{equation*}
y_{t}=\alpha y_{t-1}+u_{t}, \tag{1}
\end{equation*}
$$

This model is the same as that used for testing whether there is a unit root in a time series consequently, this model is often referred to as the Dickey-Fuller regression. The half-life of shocks, which is the time it takes for a unit shock to dissipate by $50 \%$, is calculated from the AR parameter $\alpha$, the formal definition is:

[^2]\[

Half Life=\left\{$$
\begin{array}{l}
\frac{\ln (0.5)}{\ln (\rho)}, \text { if } 0<\rho<1 \\
\infty, \text { if } \rho \geq 1
\end{array}
$$\right.
\]

Empirically, to compute half-life, one has to estimate coefficient $\alpha$ of (1), one problem of estimation is near-unit root bias, which biases empirical results in favor of finding stationarity. That is, standard estimators, such as least squares, are significantly downwardly biased in finite samples, especially when the true autoregressive parameter is close to but less than one. In this case, the process is close to being non-stationary and, as the LS estimator minimizes the regression residual variance, it will tend to make the datagenerating process appear to be more stationary than it actually is by forcing the AR parameter away from unity.
As lower values of the AR parameter imply faster speeds of adjustment following a shock, this will also result in a downward bias to LS-based estimates of half-lives of shocks. In addition to the inherent difficulties in distinguishing between the stationary and random walk processes for the real interest rate.
In a nutshell, conventional procedure estimates $\alpha$ to characterize the persistence of time series has two main disadvantages: (i) the least squares estimates of the AR parameter in unit root regressions will be biased toward zero in small samples (Orcutt, 1948); and (ii) they have low power against plausible trend stationary alternatives (DeJong et al., 1992). The downward bias in LS estimates of the AR parameter arises because there is an asymmetry in the distribution of estimators of the AR parameter in AR models (the distribution is skewed to the left, resulting in the median exceeding the mean). As a result, the median is a better measure of central tendency than the mean in least squares estimates of AR models.
The median-unbiased procedure proposed by Andrews (1993) and Andrews and Chen (1994) is usually suggested in literature to estimate (1), which combines unbiasedness with the use of point and interval estimators in achieving a more accurate estimate of the persistence of shocks to economic time series. Andrews' (1993) median unbiased estimator (MU thereafter) uses a bias correction method which delivers an impartiality property to the decision making process because there is an equal chance of under- or over- estimating the AR parameter in the unit root regression. MU is widely used in empirical studies. For example, Murray and Papell (2002), Cashin et al. (2004), Sekioua(2008), and Cerrato et al (2008). However, as mentioned by Andrews (1993), MU is merely an unbiased model selection procedure without asymptotic theory, where there lacks an explicit optimality property for it; that is, we do not know whether it is a best MU estimator. It is possible that the estimator does not fully exploit all the information in the sufficient statistics for the parameters. More importantly, the construction of confidence intervals for MU is not an easy-to-use procedure.
Recently, Phillips et al. (2004) proposed an instrument generating function(IGF thereafter) estimator to estimate (1), which is also an asymptotically median unbiased estimator and can be used to produce symmetric confidence intervals, and it has no problem of discontinuity in the confidence intervals in the transition from stationary to nonstationary cases, which also yields a $t$-ratio that has a standard normal distribution when $\alpha=1$, as well as when $|\alpha|<1$. This enables us to construct the confidence intervals in a conventional way easily.
In contrast to this stark dichotomy between whether shocks to the series are mean reverting (finite persistence) or not (permanent), this paper characterizes the extent of reversion by
applying the nonlinear instruments generating function (IGF thereafter) method, proposed by Phillips et al. (2004), to measure the estimates of the half-life of shocks to the series. Like AMU, the IGF estimator of Phillips et al. (2004) removes the downward bias of standard LS estimators. Moreover, the IGF based confidence intervals have slightly smaller coverage probabilities than AMU, and the $t$-statistic is distributed as standard normal distribution asymptotically.
Point and interval estimators are useful statistics for providing information to draw conclusions about the duration of shocks, unlike hypothesis testing, they are informative when a hypothesis is not rejected. Because the IGF estimator is shown to be asymptotically standard normal, the construction of confidence intervals is very straightforward.
For AR(p) model, impulse-response approach is used, typical examples are Murray and Papell (2002) and Sekioua (2008). To further the study, based upon the FM asymptotics of Phillips (1995), we propose a FM-AR to directly estimate the coefficients of any AR(p) process.

## 2. The Econometric methodology

### 2.1 IGF estimator for DF-AR(1)

Phillips et al. (2004) studies the properties of IGF estimator in which the instruments are nonlinear functions of integrated processes. Framework of Phillips et al. (2004) extends the analysis of So and Shin (1999) ${ }^{2}$, providing a more general analysis of IV estimation in potentially nonstationary autoregressions and showing that the Cauchy estimator has an optimality property in the class of certain IV procedures.
For (1), Phillips et al. (2004) consider the IV estimator of $\alpha$ given by

$$
\begin{equation*}
\alpha=\frac{\sum_{t=1}^{n} F\left(y_{t-1}\right) y_{t}}{\sum_{t=1}^{n} F\left(Y_{t-1}\right) y_{t-1}} \tag{2}
\end{equation*}
$$

Here, $\alpha$ is an IV estimator in which the instrument is generated by the IGF $F$. In its general form, the class of IV estimators that can be represented by (2) includes, of course, the conventional OLS estimator as a special case with the linear IGF $F(x)=x$. However, this paper will concentrate on IV estimators constructed with various nonlinear IGF's.
The bounded optimal IV estimator with asymptotic sign IGF has some nice properties that the conventional OLS estimator does not have. The estimator yields a $t$-ratio that has a standard normal limit distribution when $\alpha=1$, as well as when $|\alpha|<1$. This enables us to construct and interpret the confidence interval for $\alpha$ in a conventional way. On the other hand, of course, the $t$-ratio based on the OLS estimator has a limit normal distribution only when $|\alpha|<1$ and its limit distribution is non-Gaussian when distribution has implications for tests of a unit root. These properties are explored in So and Shin (1999), where the Cauchy estimator was first suggested, Phillips et al. (2004) proposed six nonlinear instrument generating functions summarized below.
Because of singularity problem, in this article, we report the IVi3 results for our empirical study, where $F\left(y_{t-1}\right)=y_{t-1} \operatorname{Exp}\left(-\left|y_{t-1}\right|\right)$ is used for lagged level $y_{t-1}$. To control possible cross-

[^3]sectional dependency among currencies, we also follow Chang(2002) to insert a variable $c$ such that $y_{t-1} \operatorname{Exp}\left(-c\left|y_{t-1}\right|\right)$, and $c$ is defined by

| IV Estimators | Instrument generating functions, $F()$ |
| :--- | :--- |
| IVh1 | $\operatorname{sgn}\left(y_{t-1}\right)$ |
| IVh2 | $y_{t-1} \cdot \mathbf{I}\left\{\left\|y_{t-1}\right\| \leq \mathrm{K}\right\}+\operatorname{sgn}\left(y_{t-1}\right) \mathrm{K} \cdot \mathbf{I}\left\{\left\|y_{t-1}\right\|>K\right\}$ |
| IVh3 | $\arctan \left(y_{t-1}\right)$ |
|  |  |
| IVi1 | $\operatorname{sgn}\left(y_{t-1}\right) \cdot \mathbf{I}\left\{\left\|y_{t-1}\right\| \leq K\right\}$ |
| IVi2 | $y_{t-1} \cdot \mathbf{I}\left\{\left\|y_{t-1}\right\| \leq K\right\}$ |
| IVi3 | $y_{t-1} \operatorname{Exp}\left(-\left\|y_{t-1}\right\|\right)$ |

$$
c=\frac{K}{s\left(\Delta y_{t}\right) \sqrt{T}}
$$

where $s\left(\Delta y_{t}\right)$ denotes the standard deviation of $\Delta y_{t}$, and $K$ is a constant fixed at 3 . In addition, the recursive de-meaning procedure ${ }^{3}$ is also applied.
Using the 0.05 and 0.95 quantile functions of $\alpha$ estimate, we can construct two-sided $90 \%$ confidence intervals for the true $\alpha$. These confidence intervals can be used either to provide a measure of the accuracy of $\alpha$ or to construct the conventional exact one- or two-sided tests of the null hypothesis that $\alpha=\alpha_{0}$. In this paper, we use such symmetric confidence intervals only to provide a measure of the accuracy of $\alpha$ estimate.

### 2.2 IGF estimator for ADF-AR(p)

In addition, the presence of serial correlation (typical in economic time series) means that (1) will often not be appropriate. In such cases, (1) is augmented to be an $\operatorname{AR}(p)$ model by adding lagged first-order difference. Hence, the starting point of this analysis is the following ADF regression:

$$
\begin{equation*}
y_{t}=\alpha y_{t-1}+\sum_{k=1}^{p} \delta_{k} \Delta y_{t-k}+\varepsilon_{t} \tag{3}
\end{equation*}
$$

Similarly, (3) is estimated by IGF. For augmented differenced lagged variables, instruments are themselves without IGF transformation. Subsequently, we then define the matrices below

$$
\mathbf{y}=\left(\begin{array}{c}
y_{p_{1}} \\
\vdots \\
y_{T}
\end{array}\right), \mathbf{y}_{\ell}=\left(\begin{array}{c}
y_{p} \\
\vdots \\
y_{T-1}
\end{array}\right), \mathbf{X}=\left(\begin{array}{c}
x_{p_{1}}^{\prime} \\
\vdots \\
x_{T}^{\prime}
\end{array}\right), \boldsymbol{\varepsilon}=\left(\begin{array}{c}
\varepsilon_{p_{1}} \\
\vdots \\
\varepsilon_{T}
\end{array}\right)
$$

where $x_{t}^{\prime}=\left(\Delta y_{t-1}, \ldots . . . \Delta y_{t-p}\right)$ collects the lagged difference terms. Then the augmented AR regression (3) can be written in matrix form as

[^4]\[

$$
\begin{equation*}
y=y_{\ell} \alpha+X \beta+\varepsilon=Y \gamma+\varepsilon \tag{4}
\end{equation*}
$$

\]

where $\beta=\left(\alpha_{1}, \ldots \ldots . . \alpha_{p}\right)^{\prime}, Y=\left(y_{\ell}, X\right)$, and $\gamma=\left(\alpha, \beta^{\prime}\right)^{\prime}$. For equation (4), IV estimator is constructed below

$$
\hat{\gamma}=\left[\begin{array}{c}
\hat{\alpha} \\
\beta
\end{array}\right]=\left[\begin{array}{cc}
F\left(y_{\ell}\right)^{\prime} y_{\ell} & F\left(y_{\ell}\right)^{\prime} X \\
X^{\prime} y_{\ell} & X^{\prime} X
\end{array}\right]^{-1}\left[\begin{array}{c}
F\left(y_{\ell}\right)^{\prime} y \\
X^{\prime} y
\end{array}\right]
$$

where $F\left(y_{\ell}\right)=\left(F\left(y_{p}\right), \cdots F\left(y_{T}\right)\right)^{\prime}$.
Under the null, we have $\alpha-1=B_{T}^{-1} A_{T}$, where

$$
\begin{aligned}
\mathbf{A}_{\mathbf{T}} & =F\left(y_{\ell}\right)^{\prime} \varepsilon-F\left(y_{\ell}\right)^{\prime} X\left(X^{\prime} X\right)^{-1} X^{\prime} \varepsilon \\
& =\sum_{t=1}^{T} F\left(y_{t-1}\right) \varepsilon_{t}-\sum_{t=1}^{T} F\left(y_{t-1}\right) x_{t}^{\prime}\left(\sum_{t=1}^{T} x_{t} x_{t}^{\prime}\right)^{-1} \sum_{t=1}^{T} x_{t} \varepsilon_{t} \\
\mathbf{B}_{\mathbf{T}}= & F\left(y_{\ell}\right)^{\prime} y_{\ell}-F\left(y_{\ell}\right)^{\prime} X\left(X^{\prime} X\right)^{-1} X^{\prime} y_{\ell} \\
= & \sum_{t=1}^{T} F\left(y_{t-1}\right) y_{t-1}-\sum_{t=1}^{T} F\left(y_{t-1}\right) x_{t}^{\prime}\left(\sum_{t=1}^{T} x_{t} x_{t}^{\prime}\right)^{-1} \sum_{t=1}^{T} x_{t} y_{t-1}
\end{aligned}
$$

and the variance of $A_{T}$ is given by $\sigma^{2} E C_{T}$, where

$$
\begin{aligned}
\mathbf{C}_{\mathbf{T}} & =F\left(y_{\ell}\right)^{\prime} F\left(y_{\ell}\right)-F\left(y_{\ell}\right)^{\prime} X\left(X^{\prime} X\right)^{-1} X^{\prime} F\left(y_{\ell}\right) \\
& =\sum_{t=1}^{T} F\left(y_{t-1}\right)^{2}-\sum_{t=1}^{T} F\left(y_{t-1}\right) x_{t}^{\prime}\left(\sum_{t=1}^{T} x_{t} x_{t}^{\prime}\right)^{-1} \sum_{t=1}^{T} x_{t} F\left(y_{t-1}\right)
\end{aligned}
$$

For differenced lagged variables, themselves are used as the instruments without IGF transformation, details are explained in Chang(2002). The half-life calculated from the value of (1) assumes that shocks to the data decay monotonically, which is inappropriate for ADF regressions represented by (3), since in general shocks to an $\operatorname{AR}(p)$ will not decay at a constant rate. Murray and Papell (2002) calculate the half-life from the impulse response function of an $\operatorname{AR}(p)$ below,

$$
\begin{equation*}
y_{t}=c+\sum_{k=1}^{p} \phi_{k} y_{t-k}+\varepsilon_{t} \tag{4}
\end{equation*}
$$

From the IGF estimates of (3), coefficients of (4) can be recalculated as follows:

$$
\begin{equation*}
\phi_{1}=\alpha+\delta_{1}, \phi_{2}=-\left(\delta_{1}-\delta_{2}\right), \phi_{3}=-\left(\delta_{2}-\delta_{3}\right) \ldots, \text { and } \phi_{p}=-\delta_{p-1} . \tag{5}
\end{equation*}
$$

When the coefficients are obtained, the $k$-period impulse response function (irf thereafter) for univariate $\operatorname{AR}(p)$ regression can be calculated. For convenience, we name (4) by ADFAR(p).
(5) is widely used, for example, Murray and Papell (2002), however, not only is it subject to strict restriction, but also bias if some of right-hand-side variables of (4) are co-integrated. Therefore, instead of using (3) and (5) to indirectly calculate the coefficients of (4), we propose a Fully-Modified AR (p) to estimate (4) directly, the model is derived from FullyModified VAR of Phillips (1995). Section below continues the study.

### 2.3 Unrestricted fully-modified AR(p)

Phillips' (1995) FM-VAR is a level system regression with/without error correction terms (differenced terms). FM-VAR of Phillips (1995) generalized the asymptotics of Phillips and Hansen (1990), allowing full rank I(1) regressors and possible cointegration existed among lagged dependent variables. Mostly important, the asymptotics of FM-VAR is normal, or mixed normal, which allows us to construct confidence intervals and half life. The methodology for $\mathrm{FM}-\mathrm{AR}(p)$ is illustrated below.

$$
\begin{equation*}
y_{t}=a+\alpha_{1} y_{t-1}+\cdots \alpha_{p} y_{t-p}+u_{0 t}=a+A y_{t-}+u_{0 t} \tag{6}
\end{equation*}
$$

where $A$ is an $1 \times p$ coefficient vector and $y_{t-1}$ is a $p\left(p=p_{1}+p_{2}\right)$-dimensional vector of lagged $y_{t}$ which are partitioned below:

$$
\begin{array}{rlr}
H_{1}^{\prime} y_{t-} & =y_{1, t-}=u_{1 t} & p_{1} \times 1 \\
H_{2}^{\prime} \Delta y_{t-} & =\Delta y_{2, t-}=u_{2 t} & p_{2} \times 1
\end{array}
$$

Here $H=\left[H_{1}, H_{2}\right]$ is $p \times p$ orthogonal matrix and rotates the regressor space in (6) so that the model has the alternative form

$$
\begin{equation*}
y_{t}=A_{1} y_{1, t-}+A_{2} y_{2, t-}+u_{0 t} \tag{7}
\end{equation*}
$$

Here $A_{1}=A H_{1}$ and $A_{2}=A H_{2}$. The form of (7) usefully separates out the $\mathrm{I}(0)$ and $\mathrm{I}(1)$ components of the regressors in (6). However, the direction $\left(H_{1}\right)$ in which the regressors are stationary will not be generally known in advance, not even will the rank of the cointegrating space of the regressors. Phillips' (1995) fully-modified correction has two steps:
The first step is to correct for the serial correlation to the LS estimator $\hat{A}=\left(y_{t-}^{\prime} y_{t-}\right)^{-1} y_{t-}^{\prime} y_{t}$ of (7). The endogeneity correction is achieved by modifying the dependent variable $y_{t}$ in (7) with the transformation

$$
\begin{equation*}
y_{t}^{+}=y_{t}-\hat{\Omega}_{0 y_{t-}} \hat{\Omega}_{y_{t-1}-y_{t-}}^{-1} \Delta y_{t-} \tag{8}
\end{equation*}
$$

In (8), $\hat{\Omega}$ denotes the kernel estimate of the long-run (lr) covariances of the variables denoted by the subscript:

$$
\begin{equation*}
\hat{\Omega}_{0 y_{t-}}=\operatorname{lr} \operatorname{cov}\left(u_{0 t}, \Delta y_{t-}\right) \text { and } \hat{\Omega}_{y_{t-}-y_{t-}}=\operatorname{lr} \operatorname{cov}\left(\Delta y_{t-}, \Delta y_{t-}\right) . \tag{8}
\end{equation*}
$$

leads us to estimate the equation below

$$
y_{t}-\hat{\Omega}_{0 y_{t-}} \hat{\Omega}_{y_{t-} y_{t-}}^{-1} \Delta y_{t-}=A y_{t-}+u_{0 t}-\Omega_{02} \Omega_{22}^{-1} u_{2 t}
$$

Phillips (1995, Pp. 1033-1034) shown that this transformation reduces to the ideal correction asymptotically, at least as far as the nonstationary components $y_{2, t-}$ are concerned. The stationary components $y_{1, t-}$ are present in differenced or I(-1) form in this transformation and have no effects asymptotically. Therefore, we can achieve an endogeneity correction with knowing the actual directions in which it is required or even the number of nonstationary regressors that need to be dealt with.
Secondly, the serial correction term has the form

$$
\hat{\Delta}_{0 y_{t-}}^{+}=\hat{\Delta}_{0 y_{t-}}-\hat{\Omega}_{0 y_{t-}} \hat{\Omega}_{y_{t-} y_{t-}}^{-1} \hat{\Delta}_{y_{t-} y_{t-}}
$$

where $\hat{\Delta}_{0 y_{t-}}$ and $\hat{\Delta}_{y_{t-}-y_{t-}}$ denote the kernel estimates of the one-sided long-run covariances $\hat{\Delta}_{0 y_{t-}}=\operatorname{lr} \operatorname{cov}_{+}\left(u_{0 t}, \Delta y_{t-}\right)$ and $\hat{\Delta}_{y_{t-}-y_{t-}}=\operatorname{lr} \operatorname{cov}_{+}\left(\Delta y_{t_{-}}, \Delta y_{t-}\right)$.
Combining the endoneneity and serial corrections we have the FM formula for the parameter estimates

$$
\begin{equation*}
\hat{A}^{+}=\left(y_{t-}^{\prime}-y_{t-}\right)^{-1}\left(y_{t-}^{\prime}-y_{t}^{+}-T \hat{\Delta}_{0 y_{t-}}^{+}\right) \tag{9}
\end{equation*}
$$

For (9), the limit theory of FM estimates of the stationary components of the regressors is equivalent to that of LS, while the FM estimates of the nonstationary components retain their optimality properties as derived in Phillips and Hansen (1990); that is, they are asymptotically equivalent to the MLE estimates of the co-integrating matrix.
For the finite sample property of FM-AR, Appendix offers a simulation study illustrating a good performance of this estimator in calculating half-life of near $\mathrm{I}(1)$ process.

## 3. Empirical results

To illustrate these approaches, BIS real effective exchange rates (REER thereafter) of four economies (Germany, Japan, UK, and USA) are used, samples range from 1994M1 to 2010M12. BIS' REER is CPI-based and is a broad index of monthly averages, with 2005=100. Figure 1 plots the time series plot of them, with a horizontal line of the base year index. The Y -axis also illustrates the histogram to depict the distribution property of these data. The common feature of them is an apparent behavior of stochastic trend.
In Table 1, the upper panel DF-AR(1) presents the results of (1); the lower panel ADF-AR(p) summarizes those of (5), and the BIC criterion returns unanimously 2 lags. Comparing both results, taking Germany as an example, expressed in years, its half life takes 12.55 for DF$\operatorname{AR}(1)$ and substantially drops to 0.916 for ADF-AR(2); similar finding is also found in Japan. UK and USA does not have finite bounds. Apparently, the dynamic lag structure is substantial.
Table 2 of FM-AR(2) tabulates more results. Unrestricted FM-AR(2) yields finite bounds of half-lives for all four economies, most of them are roughly less than two years. To be more informative, Figure 2 graphs the impulse response plot of Germany, expressed in month; clearly, the impulse response function of Germany has a rather wide confidence interval.

|  | GERMANY | JAPAN | UK | USA |
| :--- | :---: | :---: | :---: | :---: |
| Mean | 101.40 | 108.02 | 95.97 | 99.52 |
| Median | 100.91 | 106.55 | 99.93 | 98.83 |
| Maximum | 116.79 | 151.11 | 107.81 | 116.00 |
| Minimum | 90.91 | 79.68 | 75.88 | 86.53 |
| Std. Dev. | 5.50 | 14.98 | 8.91 | 7.93 |
| Skewness | 0.63 | 0.42 | -0.68 | 0.31 |
| Kurtosis | 3.09 | 2.99 | 2.04 | 2.10 |
| JB(Prob.) | $13.71(0.001)$ | $6.073(0.048)$ | $23.72(0.000)$ | $10.18(0.006)$ |

For each currency, there are 204 observations. JB(Prob.) is the Jarque-Bera statistic for normality with probability value in the parenthesis.
Table 1. Summary statistic

| DF-AR(1) | $\alpha$ | Std | mean HL | HL, 90\% CI |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $H_{L}$ | $H_{u}$ |
| Germany | 0.995 | 0.028 | 12.55 | 0.95 | $\infty$ |
| Japan | 0.984 | 0.028 | 3.58 | 0.78 | $\infty$ |
| UK | 1.025 | 0.014 | $\infty$ | 15.59 | $\infty$ |
| USA | 1.014 | 0.014 | $\infty$ | 4.29 | $\infty$ |
| ADF-AR(2) | $\alpha+\delta_{1}$ | $\delta_{2}-\delta_{1}$ | mean HL | HL, 90\% CI |  |
|  |  |  |  | $H_{L}$ | $\mathrm{H}_{u}$ |
| Germany | 1.180 | -0.253 | 0.916 | 0.541 | $\infty$ |
| Japan | 1.272 | -0.330 | 1.132 | 0.624 | $\infty$ |
| UK | 1.162 | -0.159 | $\infty$ | $\infty$ | $\infty$ |
| USA | 1.332 | -0.340 | $\infty$ | 1.911 | $\infty$ |

Note. HL =half-lives. BIC suggests two lags for four economies.
Table 2. IGF estimation results, in years, 1994M1-2010M12.

|  | $\alpha_{1}$ | $\alpha_{2}$ | mean HL | HL, 90\% CI |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  | $H_{L}$ | $H_{U}$ |
| Germany | 1.121 | -0.156 | 1.789 | 0.376 | $\infty$ |
| Japan | 1.292 | -0.335 | 1.525 | 0.356 | $\infty$ |
| UK | 1.158 | -0.191 | 1.926 | 0.258 | $\infty$ |
| USA | 1.270 | -0.298 | 2.253 | 0.406 | $\infty$ |

Table 3. FM-AR(2) estimation results, in years, 1994M1-2010M12.


Fig. 1. Time series plot of four currencies' REER


Fig. 2. Impulse-response plot of Germany, FM-AR(2), in month.

## 4. Conclusion

The empirical study of time series persistence uses two main approaches: unit root tests and half-life. However, reliance on unit root tests does NOT provide a measure of uncertainty of the estimates of finiteness or permanence of innovations because a rejection of the unit root null could still be consistent with a stationary process with highly persistent shocks. Because
of near-unit root bias and resulting the lack of distribution, the empirical studies generally apply Andrews' (1993) median unbiasedness method to estimate the $\operatorname{AR}(1)$ coefficient to investigate the persistence behavior.
For $\operatorname{AR}(1)$ case, this paper contributes to the literature by applying the IGF approach of Phillips et al. (2004) to estimate the coefficients of near unit root process, IGF estimator is proved to be normal asymptotically, hence it is very easy to construct confidence intervals. For $\operatorname{AR}(\mathrm{p})$ case, moreover, instead of recalculation, we propose a unrestricted $\mathrm{FM}-\mathrm{AR}(\mathrm{p})$ model, a slight extension of Phillips' (1995) FM-VAR, to estimate coefficients directly.
Our empirical illustration of real effective exchange rate indicates that $\operatorname{FM}-\operatorname{AR}(p)$ is a useful and easy-to-use method to examine the econometric persistence.

## 5. Appendix: The finite sample properties of FM-AR

This paper shows that a FM estimator can ameliorate the small sample biases that arise from near unit root bias. Our attention here is focused on the class of dynamic $\operatorname{AR}(p)$. A Monte Carlo simulation is used here to investigate the performance, our results indicate that FM estimator successfully reduces the small-sample bias.
Assuming $\left\{y_{t}\right\}_{t=0}^{\infty}$ is governed by a $\operatorname{AR}(3)$ time series process generated from $\left(\mu, \sigma^{2}\right)=(0,1)$, which satisfies the data-generating process specified below:

$$
\begin{equation*}
y_{t}=\alpha+\beta_{1} y_{t-1}+\beta_{2} y_{t-2}+\beta_{3} y_{t-3}+\varepsilon_{t} \tag{1}
\end{equation*}
$$

where $\varepsilon_{\mathrm{t}} \sim$ i.i.d.. $\alpha$ and $\beta^{\prime}$ s represent the associated parameters, and $\sigma$ is the standard deviation. In our simulation, we generate an $\operatorname{AR}(3)$ process. The summation of the three coefficients measures the degree of persistence, the vector is parameterized below
Degree of Persistence 1: $\left\{\beta_{1}, \beta_{2}, \beta_{3}\right\}=\{0.90,0.085,0.015\}$,
Degree of Persistence 2: $\left\{\beta_{1}, \beta_{2}, \beta_{3}\right\}=\{0.90,0.050,0.015\}$
Degree of Persistence 3: $\left\{\beta_{1}, \beta_{2}, \beta_{3}\right\}=\{0.85,0.050,0.015\}$
and
$T \in\{200,400,800,1500,3000\}$
where $T$ represents the vector of sampling size that are used in practice. The DGPs are characterized by a modest change in the innovation variance but allow for drastic changes in others.
Table A1 reports the characteristics of the finite-sample distribution of both estimators of the elements of estimates. These include the deviation of the estimate from the true parameter value, or bias, as well as measures of skewness and kurtosis. I compare the bias and normality to illustrate the problem. There are several main results.
Firstly, the biases are decreasing function of sample sizes. Even in small samples around 200 and 400 , the biases are in the range of $10^{-2}$. The bias for FM-AR is quite small.
Secondly, the variance bias exhibits the similar conclusion. $\operatorname{AR}(3)$ is generated from $(0,1)$, the empirical bias is in the range of $10^{-3}$, and is a decreasing function of sample size.
Finally, the normality property of distribution is drawn from skewness and kurtosis. Unfortunately, no regular pattern is found among three parameter estimates and is related to the persistence of parameter vector designed; in general, skewness is close to zero which gives normality an acceptable condition, although the excess kurtosis ( $>3$ ) is found.
As a result, FM-AR is a feasible estimator to directly estimate $\operatorname{AR}(\mathrm{p})$, whose empirical applications also calls for further studies in the future.

| \{DGP coefficients\} | Estimates biases |  |  | Skewness |  |  | Kurtosis |  |  | Variance biases $\sigma^{2}=1$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ |  | $\beta_{2}$ | $\beta_{3}$ |  |
| \{0.9, 0.085, 0.015\} |  |  |  |  |  |  |  |  |  |  |
| 200 | -0.027 | -0.036 | 0.007 | 0.194 | -0.099 | -0.301 | 5.48 | 2.88 | 0.451 | -0.029 |
| 400 | -0.023 | -0.030 | 0.011 | 0.186 | -0.174 | -0.320 | 5.27 | 3.25 | 4.502 | -0.024 |
| 800 | -0.020 | -0.027 | 0.015 | 0.122 | -0.25 | -0.314 | 5.45 | 3.88 | 4.923 | -0.018 |
| 1500 | -0.019 | -0.024 | 0.018 | 0.117 | -0.337 | -0.365 | 5.79 | 4.56 | 5.328 | -0.014 |
| 3000 | -0.019 | -0.023 | 0.021 | 0.108 | -0.399 | -0.445 | 6.27 | 5.36 | 5.847 | -0.011 |
| \{0.9, 0.05, 0.015\} |  |  |  |  |  |  |  |  |  |  |
| 200 | -0.020 | -0.024 | -0.016 | 0.060 | -0.19 | -0.058 | 5.10 | 3.12 | 4.25 | -0.029 |
| 400 | -0.020 | -0.017 | -0.014 | 0.030 | -0.27 | -0.027 | 5.50 | 3.45 | 4.73 | -0.019 |
| 800 | -0.017 | -0.015 | -0.014 | -0.009 | -0.336 | $0.0005$ | 5.63 | 4.06 | 5.01 | -0.012 |
| 1500 | -0.016 | -0.014 | -0.013 | -0.038 | -0.376 | -0.025 | 5.94 | 4.80 | 5.40 | -0.0073 |
| 3000 | -0.015 | -0.013 | -0.012 | -0.049 | -0.432 | -0.057 | 6.49 | 5.67 | 5.92 | -0.0042 |
| \{0.85, 0.05, 0.015$\}$ |  |  |  |  |  |  |  |  |  |  |
| 200 | -0.020 | -0.0067 | -0.040 | 0.340 | -0.17 | -0.09 | 5.6 | 3.04 | 4.74 | -0.02 |
| 400 | -0.016 | -0.0079 | -0.038 | 0.190 | -0.15 | -0.124 | 5.4 | 3.29 | 4.72 | -0.015 |
| 800 | -0.013 | -0.0076 | -0.038 | 0.110 | -0.16 | -0.12 | 5.4 | 3.76 | 5.12 | -0.009 |
| 1500 | -0.011 | -0.0060 | -0.038 | 0.077 | -0.198 | -0.108 | 5.6 | 4.36 | 5.54 | -0.0045 |
| 3000 | -0.010 | -0.0058 | -0.038 | 0.056 | -0.233 | -0.111 | 6.1 | 5.10 | 6.08 | -0.0015 |

Table A1. Biases and skewness of the empirical distribution
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# Recent Developments in Seasonal Volatility Models 
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## 1. Introduction

It is well-known that many financial time series such as stock returns exhibit leptokurtosis and time-varying volatility (Bollerslev, 1986; Engle, 1982; Nicholls \& Quinn, 1982). The generalized autoregressive conditional heteroscedasticity (GARCH) and the random coefficient autoregressive (RCA) models have been extensively used to capture the time-varying behavior of the volatility. Studies using GARCH models commonly assume that the time series is conditionally normally distributed; however, the kurtosis implied by the normal GARCH tends to be lower than the sample kurtosis observed in many time series (Bollerslev, 1986). Thavaneswaran et al. (2005a) use an ARMA representation to derive the kurtosis of various classes of GARCH models such as power GARCH, non-Gaussian GARCH, non-stationary and random coefficient GARCH. Recently, Thavaneswaran et al. (2009) have extended the results to stationary RCA processes with GARCH errors and Paseka et al. (2010) further extended the results to RCA processes with stochastic volatility (SV) errors.
Seasonal behavior is commonly observed in financial time series, as well as in currency and commodity markets. The opening and closure of the markets, time-of-the-day and day-of-the-week effects, weekends and vacation periods cause changes in the trading volume that translates into regular changes in price variability. Financial, currency, and commodity data also respond to new information entering into the market, which usually follow seasonal patterns (Frank \& Garcia, 2009). Recently there has been growing interest in using seasonal volatility models, for example Bollerslev (1996), Baillie \& Bollerslev (1990) and Franses \& Paap (2000). Doshi et al. (2011) discuss the kurtosis and volatility forecasts for seasonal GARCH models. Ghysels \& Osborn (2001) review studies performed on seasonal volatility behavior in several markets. Most of the studies use GARCH models with dummy variables in the volatility equation, and a few of them have been extended to a more flexible form such as the periodic GARCH. However, even though much research has been performed on volatility models applied to market data such as stock returns, more general specifications accounting for seasonal volatility have been little explored.
First, we derive the kurtosis of a simple time series model with seasonal behavior in the mean. Then we introduce various classes of seasonal volatility models and study the moments, forecast error variance, and discuss applications in option pricing. We extend the results for non-seasonal volatility models to seasonal volatility models. For the seasonal GARCH
model, we follow the results obtained by Doshi et al. (2011) and extend it to the RCA-seasonal GARCH model. The multiplicative seasonal GARCH model is appropriate for time series where significant autocorrelation exists at seasonal and at adjacent non-seasonal lags. We also propose and derive the expressions for the kurtosis of seasonal SV models and other models such as the RCA with seasonal SV errors.
We also derive the closed-form expression for the variance of the $l$-steps ahead forecast error in terms of $(\psi, \Psi)$ weights, model parameters and the kurtosis of the error distribution. We show that the kurtosis for the non-seasonal model turns out to be a special case. Option pricing with seasonal GARCH volatility is also discussed in some detail. The moments derived for the seasonal volatility models and the $l$-steps ahead forecast error variance provide more accurate estimates of market data behavior and help investors, decision makers, and other market participants develop improved trading strategies.

## 2. Seasonal AR models with GARCH errors

We first start with a seasonal AR(1) model with simple GARCH errors of the form,

$$
\begin{equation*}
y_{t}-\mu=\beta\left(y_{t-s}-\mu\right)+\epsilon_{t-1}^{2} \epsilon_{t} \tag{1}
\end{equation*}
$$

where $s$ represents the seasonal period and $\epsilon_{t}$ is a sequence of independent random variables. The following lemma, given in Ghahramani \& Thavaneswaran (2007), can be used to derive the second and fourth moments of the process in (1).
Lemma 2.1. For a stationary process and finite eighth moment, the expected value and kurtosis $K^{(y)}$ of the process (1) is given by:
(a)

$$
E\left(y_{t}-\mu\right)^{2}=\frac{E\left(\epsilon_{t-1}^{4}\right) E\left(\epsilon_{t}^{2}\right)}{1-\beta^{2}}
$$

(b)

$$
K^{(y)}=\frac{E\left[\left(y_{t}-\mu\right)^{4}\right]}{\operatorname{Var}\left(y_{t}\right)^{2}}=\frac{6 \beta^{2}\left[E\left(\epsilon_{t-1}^{4}\right) E\left(\epsilon_{t}^{2}\right)\right]^{2}+E\left(\epsilon_{t-1}^{8}\right) E\left(\epsilon_{t}^{4}\right)\left(1-\beta^{2}\right)}{\left(1+\beta^{2}\right)\left(E\left(\epsilon_{t-1}^{4}\right) E\left(\epsilon_{t}^{2}\right)\right)^{2}},
$$

(c) if $\epsilon_{t}$ are assumed to be i.i.d. $\mathrm{N}\left(0, \sigma_{\epsilon}^{2}\right)$, then $\mathrm{E}\left[\epsilon_{t}^{2 n}\right]=\left((2 n)!/ 2^{n}(n!)\right) \sigma_{\epsilon}^{2 n}$ and hence

$$
K^{(y)}=\left[\frac{35-29 \beta^{2}}{\left(1+\beta^{2}\right)}\right] .
$$

## 3. AR Models with seasonal GARCH errors

AR models are the most common representation used in time series analysis. Multiplicative seasonal GARCH errors of the form $\operatorname{GARCH}(p, q) \mathrm{x}(P, Q)_{s}$ have been suggested by Doshi et al. (2011). Consider the following model,

$$
\begin{align*}
& y_{t}=\beta y_{t-1}+\epsilon_{t}  \tag{2}\\
& \epsilon_{t}=\sqrt{h_{t}} Z_{t}  \tag{3}\\
& \theta(B) \Theta(L) h_{t}=\omega+\alpha(B) \epsilon_{t}^{2} \tag{4}
\end{align*}
$$

where $\left\{Z_{t}\right\}$ is a sequence of independent and identically distributed (i.i.d.) random variables with zero mean and unit variance, $\alpha(B)=\theta(B) \Theta(L)-\phi(B) \Phi(L), \phi(B)=1-\sum_{i=1}^{p} \phi_{i} B^{i}$,
$\theta(B)=1-\sum_{i=1}^{q} \theta_{i} B^{i}, \Phi(L)=1-\sum_{i=1}^{P} \Phi_{i} L^{i}, \Theta(L)=1-\sum_{i=1}^{Q} \Theta_{i} L^{i}, L=B^{s}$, and all coefficients are assumed to be positive.
Letting $u_{t}=\epsilon_{t}^{2}-h_{t}$ and $\sigma_{u}^{2}=\operatorname{var}\left(u_{t}\right)$, (4) may be written as,

$$
\begin{equation*}
\phi_{p}(B) \Phi_{P}(L) \epsilon_{t}^{2}=\omega+\theta_{q}(B) \Theta_{Q}(L) u_{t} \tag{5}
\end{equation*}
$$

which has a seasonal $\operatorname{ARMA}(p, q) \mathrm{x}(P, Q)_{s}$ representation for $\epsilon_{t}^{2}$. Note that when $P=Q=0$, (5) simplifies to an ARMA( $\max \{p, q\}, q)$ representation for $\epsilon_{t}^{2}$, corresponding to the general $\operatorname{GARCH}(p, q)$ model.
We assume that $|\beta|<1$; thus, $y_{t}$ as given in (2) is stationary. The moving average representation is $y_{t}=\sum_{j=0}^{\infty} \psi_{j} \epsilon_{t-j}$ where $\left\{\psi_{j}\right\}$ is a sequence of constants and $\sum_{j=0}^{\infty} \psi_{j}^{2}<\infty$. The $\psi_{j}$ 's are obtained from $(1-\beta B) \psi(B)=1$ where $\psi(B)=1+\sum_{j=1}^{\infty} \psi_{j} B^{j}$.
We also assume that all the zeros of the polynomial $\phi(B) \Phi(L)$ lie outside the unit circle; thus, $\epsilon_{t}^{2}$ as given in (5) is stationary. The moving average representation is $\epsilon_{t}^{2}=\mu+\sum_{j=0}^{\infty} \Psi_{j} u_{t-j}$ where $\left\{\Psi_{j}\right\}$ is a sequence of constants and $\sum_{j=0}^{\infty} \Psi_{j}^{2}<\infty$. The $\Psi_{j}{ }^{\prime}$ s are obtained from $\Psi(B) \phi(B) \Phi(L)=\theta(B) \Theta(L)$ where $\Psi(B)=1+\sum_{j=1}^{\infty} \Psi_{j} B^{j}$.
Next, we provide the kurtosis, the forecast, and the forecast error variance for an $\operatorname{AR}(1)$-seasonal $\operatorname{GARCH}(p, q) \times(P, Q)_{s}$.
Lemma 3.1. For the stationary $\operatorname{AR}(1)$ process $y_{t}$ with multiplicative seasonal GARCH innovations as in (2)- (4) we have the following relationships:

$$
\begin{align*}
& \text { (i) } E\left(y_{t}^{2}\right)=\frac{E\left(\epsilon_{t}^{2}\right)}{1-\beta^{2}}  \tag{6}\\
& \text { (ii) } E\left(y_{t}^{4}\right)=\frac{6 \beta^{2}\left[E\left(\epsilon_{t}^{2}\right)\right]^{2}+\left(1-\beta^{2}\right) E\left(\epsilon_{t}^{4}\right)}{\left(1-\beta^{2}\right)\left(1-\beta^{4}\right)},  \tag{7}\\
& \text { (iii) } K^{(y)}=\frac{E\left(y_{t}^{4}\right)}{\left[E\left(y_{t}^{2}\right)\right]^{2}}=\frac{6 \beta^{2}\left(1-\beta^{2}\right)}{1-\beta^{4}}+\frac{\left(1-\beta^{2}\right)^{2}}{1-\beta^{4}} K^{(\epsilon)} . \tag{8}
\end{align*}
$$

The kurtosis for $\epsilon_{t}, K^{(\epsilon)}$, is given below.
Lemma 3.2. For the stationary process (3) with finite fourth moment, the kurtosis $K^{(\epsilon)}$ is given by:
(a) $K^{(\epsilon)}=\frac{E\left(Z_{t}^{4}\right)}{E\left(Z_{t}^{4}\right)-\left[E\left(Z_{t}^{4}\right)-1\right] \sum_{j=0}^{\infty} \Psi_{j}^{2}}$.
(b) The variance of the $\epsilon_{t}^{2}$ process is given by $\gamma_{0}^{\epsilon^{2}}=\sum_{j=0}^{\infty} \Psi_{j}^{2} \sigma_{u}^{2}$
where $\sigma_{u}^{2}=\frac{\mu^{2}\left(K^{(\epsilon)}-1\right)}{\sum_{j=0}^{\infty} \Psi_{j}^{2}}$ and $\mu=E\left(\epsilon_{t}^{2}\right)=\frac{\omega}{\left(1-\sum_{i=1}^{p} \phi_{i}\right)\left(1-\sum_{i=1}^{P} \Phi_{i}\right)}$.
Part (a) is derived in Thavaneswaran et al. (2005a) where examples are given with $\Psi$-weights derived for non-seasonal GARCH models. The $\Psi$-weights for examples of seasonal GARCH models, and the proof of part (b), are given in Doshi et al. (2011).

Extending Doshi et al. (2011), we derive the $K^{(y)}$ for $\operatorname{AR}(1)-\operatorname{seasonal} \operatorname{GARCH}(p, q) \mathrm{x}(P, Q)_{s}$ models as follows.
Example 3.1. For a stationary autoregressive process of order one, $\operatorname{AR}(1)$, with multiplicative seasonal GARCH $(0,1) x(0,1)_{s}$ errors of the form:

$$
\begin{aligned}
& y_{t}=\beta y_{t-1}+\epsilon_{t} \\
& \epsilon_{t}=\sqrt{h_{t}} Z_{t} \\
& \epsilon_{t}^{2}=\omega+(1-\theta B)(1-\Theta L) u_{t}
\end{aligned}
$$

where $u_{t}=\epsilon_{t}^{2}-h_{t}, \theta$ is the moving average parameter and $\Theta$ is the seasonal moving average parameter. The $\Psi$-weights are given in Doshi et al. (2011) as $\Psi_{1}=-\theta_{1}, \Psi_{s}=-\Theta, \Psi_{s+1}=\theta \Theta$, and $\Psi_{j}=0$ otherwise. It can be shown that $\sum_{j=0}^{\infty} \Psi_{j}^{2}=\left(1+\theta^{2}\right)\left(1+\Theta^{2}\right)$. Then, the kurtosis of $y_{t}$ is:

$$
\begin{equation*}
K^{(y)}=\frac{6 \beta^{2}\left(1-\beta^{2}\right)}{\left(1-\beta^{4}\right)}+\frac{\left(1-\beta^{2}\right)^{2}}{\left(1-\beta^{4}\right)} \frac{E\left(Z_{t}^{4}\right)}{E\left(Z_{t}^{4}\right)-\left[E\left(Z_{t}^{4}\right)-1\right]\left(1+\theta^{2}\right)\left(1+\Theta^{2}\right)}, \tag{9}
\end{equation*}
$$

which for a conditionally normally distributed $Z_{t}$ reduces to:

$$
K^{(y)}=\frac{6 \beta^{2}\left(1-\beta^{2}\right)}{\left(1-\beta^{4}\right)}+\frac{\left(1-\beta^{2}\right)^{2}}{\left(1-\beta^{4}\right)} \frac{3}{\left[3-2\left(1+\theta^{2}\right)\left(1+\Theta^{2}\right)\right]} .
$$

Example 3.2. For a stationary autoregressive process of order one, $\operatorname{AR}(1)$, with multiplicative seasonal GARCH $(0,1) x(1,0)_{s}$ errors of the form,

$$
\begin{aligned}
& y_{t}=\beta y_{t-1}+\epsilon_{t} \\
& \epsilon_{t}=\sqrt{h_{t}} Z_{t} \\
& (1-\Phi L) \epsilon_{t}^{2}=\omega+(1-\theta B) u_{t}
\end{aligned}
$$

where $\Phi$ is the seasonal autoregressive parameter and $\theta$ is the moving average parameter. The $\Psi$-weights given in Doshi et al. (2011) are as follows: $\Psi_{1}=-\theta, \Psi_{s}=-\Phi, \Psi_{s+1}=-\theta \Phi$, $\Psi_{2 s}=\Phi^{2}, \ldots, \Psi_{k s}=\Phi^{k}, \Psi_{k s+1}=-\theta \Phi^{k}$, where $k=1,2, \ldots$ It can be shown that $\sum_{j=0}^{\infty} \Psi_{j}^{2}=$ $\left(1+\theta^{2}\right) /\left(1-\Theta^{2}\right)$. Then, the kurtosis of $y_{t}$ is:

$$
K^{(y)}=\frac{6 \beta^{2}\left(1-\beta^{2}\right)}{\left(1-\beta^{4}\right)}+\frac{\left(1-\beta^{2}\right)^{2}}{\left(1-\beta^{4}\right)} \frac{E\left(Z_{t}^{4}\right)}{E\left(Z_{t}^{4}\right)-\left[E\left(Z_{t}^{4}\right)-1\right]\left(\frac{1+\theta^{2}}{1-\Phi^{2}}\right)},
$$

which for a conditionally normally distributed $Z_{t}$ reduces to:

$$
K^{(y)}=\frac{6 \beta^{2}\left(1-\beta^{2}\right)}{\left(1-\beta^{4}\right)}+\frac{\left(1-\beta^{2}\right)^{2}}{\left(1-\beta^{4}\right)} \frac{3\left(1-\Phi^{2}\right)}{\left(1-3 \Phi^{2}-2 \theta^{2}\right)} .
$$

Example 3.3. For a stationary autoregressive process of order one, $\operatorname{AR}(1)$, with multiplicative seasonal GARCH $(1,0) \times(1,0)_{s}$ errors of the form,

$$
\begin{aligned}
& y_{t}=\beta y_{t-1}+\epsilon_{t} \\
& \epsilon_{t}=\sqrt{h_{t}} Z_{t} \\
& (1-\phi B)(1-\Phi L) \epsilon_{t}^{2}=\omega+u_{t}
\end{aligned}
$$

where $\phi$ is the autoregressive parameter and $\Phi$ is the seasonal autoregressive parameter. The $\Psi$-weights given in Doshi et al. (2011) are as follows: $\Psi_{1}=\phi, \Psi_{2}=\phi^{2}, \ldots, \Psi_{s-1}=\phi^{s-1}, \Psi_{s}=$ $\phi^{2}+\Phi, \ldots, \Psi_{j}=\phi \Psi_{j-1}+\Phi \Psi_{j-s}-\phi \Phi \Psi_{j-s}$. It can be shown that $\sum_{j=0}^{\infty} \Psi_{j}^{2}=\frac{1+2 \phi^{s} \Phi^{2}+\Phi^{2}}{1-\phi^{2}}$. Then, the kurtosis of $y_{t}$ is:

$$
K^{(y)}=\frac{6 \beta^{2}\left(1-\beta^{2}\right)}{\left(1-\beta^{4}\right)}+\frac{\left(1-\beta^{2}\right)^{2}}{\left(1-\beta^{4}\right)} \frac{E\left(Z_{t}^{4}\right)}{E\left(Z_{t}^{4}\right)-\left[E\left(Z_{t}^{4}\right)-1\right]\left(\frac{1+2 \phi^{s} \Phi+\Phi^{2}}{1-\phi^{2}}\right)}
$$

which for a conditionally normally distributed $Z_{t}$ reduces to:

$$
K^{(y)}=\frac{6 \beta^{2}\left(1-\beta^{2}\right)}{\left(1-\beta^{4}\right)}+\frac{\left(1-\beta^{2}\right)^{2}}{\left(1-\beta^{4}\right)} \frac{3\left(1-\phi^{2}\right)}{\left(1-3 \phi^{2}-4 \phi^{5} \Phi-2 \Phi^{2}\right)} .
$$

## Forecast error variance

Thavaneswaran et al. (2005a) derive the expression for the forecast error variance of various classes of zero mean $\operatorname{GARCH}(p, q)$ processes, in terms of the kurtosis and $\Psi$-weights. Thavaneswaran \& Ghahramani (2008) extend the results for ARMA $(p, q)$ processes with $\operatorname{GARCH}(P, Q)$ errors. In this section we extend the results to AR models with multiplicative seasonal $\operatorname{GARCH}(p, q) \times(P, Q)_{s}$ errors.
Theorem 3.1. Let $y_{n}(l)$ be the $l$-steps-ahead minimum mean square forecast of $y_{n+l}$ and let $e_{n}^{(y)}(l)=y_{n+l}-y_{n}(l)$ be the corresponding forecast error. The variance of the $l$-steps-ahead forecast error of $y_{n+l}$ for the AR(1) model with seasonal GARCH errors as given in (2)- (4) is:

$$
\begin{equation*}
\operatorname{Var}\left[e_{n}^{(y)}(l)\right]=\frac{\omega}{\left(1-\sum_{i=1}^{p} \phi_{i}\right)\left(1-\sum_{i=1}^{P} \Phi_{i}\right)} \sum_{j=0}^{l-1} \psi_{j}^{2} . \tag{10}
\end{equation*}
$$

Proof. The theorem follows from the fact that for a stationary process with uncorrelated error noise $\epsilon_{t}$ the variance of the $l$-steps ahead forecast error is $\sigma_{\epsilon}^{2} \sum_{j=0}^{l-1} \psi_{j}^{2}$ and from part (b) of Lemma 3.2.
We now have expressions for the variance of the $l$-steps-ahead forecast error of $y_{n+l}$ for the previously discussed $\operatorname{AR}(1)-\operatorname{GARCH}(p, q) \times(P, Q)_{s}$ models:

$$
\operatorname{AR}(1)-\operatorname{GARCH}(0,1) \times(0,1)_{s}
$$

$$
\operatorname{Var}\left[e_{n}^{(y)}(l)\right]=\omega \sum_{j=0}^{l-1} \beta^{2 j}
$$

$$
\begin{array}{ll}
\operatorname{AR}(1)-\operatorname{GARCH}(0,1) \times(1,0)_{s} & \operatorname{Var}\left[e_{n}^{(y)}(l)\right]=\frac{\omega}{1-\Phi} \sum_{j=0}^{l-1} \beta^{2 j} \\
\operatorname{AR}(1)-\operatorname{GARCH}(1,0) \times(1,0)_{s} & \operatorname{Var}\left[e_{n}^{(y)}(l)\right]=\frac{\omega}{(1-\phi)(1-\Phi)} \sum_{j=0}^{l-1} \beta^{2 j} .
\end{array}
$$

In the literature on time series analysis, the error variance is estimated by the residual sum of squares. If we denote the squared residual as $Y_{t}=\left(y_{t}-\hat{\beta} y_{t-1}\right)^{2}$, then we can forecast the conditional variance, $\operatorname{var}\left(y_{t} \mid y_{t-1}, \ldots\right)=h_{t}$, by using $Y_{1}, \ldots, Y_{t-1}$.
Theorem 3.2. Let $Y_{n}(l)$ be the $l$-steps-ahead minimum mean square forecast of $Y_{n+l}$ and let $e_{n}^{(Y)}(l)=Y_{n+l}-Y_{n}(l)$ be the corresponding forecast error. The variance of the $l$-steps-ahead forecast error of $Y_{n+l}$ is given by:

$$
\begin{equation*}
\operatorname{Var}\left[e_{n}^{(Y)}(l)\right]=\sigma_{u}^{2} \sum_{j=0}^{l-1} \Psi_{j}^{2}=\frac{\omega^{2}}{\left[\sum_{j=0}^{\infty} \Psi_{j}^{2}\right]\left[1-\sum_{i=1}^{p} \phi_{i}\right]^{2}\left[1-\sum_{i=1}^{P} \Phi_{i}\right]^{2}}\left[K^{(\epsilon)}-1\right]\left[\sum_{j=0}^{l-1} \Psi_{j}^{2}\right] \tag{11}
\end{equation*}
$$

where, from (8), $K^{(\epsilon)}=\frac{1-\beta^{4}}{\left(1-\beta^{2}\right)^{2}} K^{(y)}-\frac{6 \beta^{2}}{1-\beta^{2}}$.
Proof. The proof follows from part (b) of Lemma 3.2.
We now have expressions for the variance of the $l$-steps-ahead forecast error of $Y_{n+l}$ for the previously discussed $\operatorname{AR}(1)-\operatorname{GARCH}(p, q) \times(P, Q)_{s}$ models:

$$
\begin{array}{ll}
\operatorname{AR}(1)-\operatorname{GARCH}(0,1) \times(0,1)_{s} & \operatorname{Var}\left[e_{n}^{(Y)}(l)\right]=\frac{\left(K^{(\epsilon)}-1\right) \mu^{2}}{\left(1+\theta^{2}\right)\left(1+\Theta^{2}\right)} \sum_{j=0}^{l-1} \Psi_{j}^{2} \\
\operatorname{AR}(1)-\operatorname{GARCH}(0,1) \times(1,0)_{s} & \operatorname{Var}\left[e_{n}^{(Y)}(l)\right]=\frac{\left(K^{(\epsilon)}-1\right) \mu^{2}\left(1-\Phi^{2}\right)}{1+\theta^{2}} \sum_{j=0}^{l-1} \Psi_{j}^{2} \\
\operatorname{AR}(1)-\operatorname{GARCH}(1,0) \times(1,0)_{s} & \operatorname{Var}\left[e_{n}^{(Y)}(l)\right]=\frac{\left(K^{(\epsilon)}-1\right) \mu^{2}\left(1-\phi^{2}\right)}{1+2 \phi^{s} \Phi+\Phi^{2}} \sum_{j=0}^{l-1} \Psi_{j}^{2}
\end{array}
$$

which are similar to the expressions given in Doshi et al. (2011). Here, $K^{(\epsilon)}$ is given in Theorem 3.2. and expressions for $K^{(y)}$ are given in Examples 3.1, 3.2, and 3.3.

## 4. RCA models with seasonal GARCH errors

The random coefficient autoregressive (RCA) model as proposed by Nicholls \& Quinn (1982) has the form,

$$
\begin{equation*}
y_{t}=\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t} \tag{12}
\end{equation*}
$$

where $\binom{b_{t}}{\epsilon_{t}} \sim N\left(\binom{0}{0},\left(\begin{array}{cc}\sigma_{b}^{2} & 0 \\ 0 & \sigma_{\epsilon}^{2}\end{array}\right)\right)$ and $\beta^{2}+\sigma_{b}^{2}<1$.

Thavaneswaran et al. (2009) derive the moments for the RCA model with $\operatorname{GARCH}(p, q)$ errors. Here we propose the RCA model with seasonal GARCH innovations of the following form,

$$
\begin{align*}
& y_{t}=\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t}  \tag{13}\\
& \epsilon_{t}=\sqrt{h_{t}} Z_{t}  \tag{14}\\
& \theta(B) \Theta(L) h_{t}=\omega+\alpha(B) \epsilon_{t}^{2} \tag{15}
\end{align*}
$$

where $Z_{t}, \theta(B), \Theta(L), \alpha(B)$ were defined in Section 2.
The general expression for the kurtosis $K^{(y)}$ parallels the one in Thavaneswaran et al. (2009) for non-seasonal GARCH innovations and can be written as follows.
Lemma 4.1. For the stationary RCA process $y_{t}$ with GARCH innovations as in (13)- (15) we have the following relationships:
(i) $E\left(y_{t}^{2}\right)=\frac{E\left(\epsilon_{t}^{2}\right)}{1-\left(\beta^{2}+\sigma_{b}^{2}\right)}$,
(ii) $E\left(y_{t}^{4}\right)=\frac{6\left(\beta^{2}+\sigma_{b}^{2}\right)\left[E\left(\epsilon_{t}^{2}\right)\right]^{2}+\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right] E\left(\epsilon_{t}^{4}\right)}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]}$,
(iii) $K^{(y)}=\frac{6\left(\beta^{2}+\sigma_{b}^{2}\right)\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)}+\frac{\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]^{2}}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)} K^{(\epsilon)}$.

If $Z_{t}$ is normally distributed, then the above equations can be written as:
(i) $E\left(y_{t}^{2}\right)=\frac{E\left(h_{t}\right)}{1-\left(\beta^{2}+\sigma_{b}^{2}\right)}$,
(ii) $E\left(y_{t}^{4}\right)=\frac{6\left(\beta^{2}+\sigma_{b}^{2}\right)}{\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]\left(1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}\right)}\left[E\left(h_{t}\right)\right]^{2}+\frac{3 E\left(h_{t}^{2}\right)}{1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}}$,
(iii) $K^{(y)}=\frac{6\left(\beta^{2}+\sigma_{b}^{2}\right)\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]}{1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}}+\frac{3\left(1-\beta^{2}-\sigma_{b}^{2}\right)}{1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}} \frac{E\left(h_{t}^{2}\right)}{\left[E\left(h_{t}\right)\right]^{2}}$.

Thavaneswaran et al. (2005a) show that:

$$
\frac{E\left(h_{t}^{2}\right)}{\left[E\left(h_{t}\right)\right]^{2}}=\frac{1}{E\left(Z_{t}^{4}\right)-\left[E\left(Z_{t}^{4}\right)-1\right] \sum_{j=0}^{\infty} \Psi_{j}^{2}},
$$

which for a conditionally normally distributed $\epsilon_{t}$ reduces to $\frac{1}{3-2 \sum_{j=0}^{\infty} \Psi_{j}^{2}}$.
Example 4.1. RCA(1) with multiplicative seasonal GARCH $(0,1) \times(0,1)$ process

$$
\begin{aligned}
& y_{t}=\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t} \\
& \epsilon_{t}=\sqrt{h_{t}} Z_{t} \\
& \epsilon_{t}^{2}=\omega+(1-\theta B)(1-\Theta L) u_{t}
\end{aligned}
$$

where $u_{t}=\epsilon_{t}^{2}-h_{t}$. The $\Psi$-weights are given in example 3.1. Then, the kurtosis of $y_{t}$ for a conditionally normally distributed $Z_{t}$ is:

$$
K^{(y)}=\frac{6\left(\sigma_{b}^{2}+\beta^{2}\right)\left(1-\beta^{2}-\sigma_{b}^{2}\right)}{1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}}+\frac{3\left(1-\beta^{2}-\sigma_{b}^{2}\right)}{\left(1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}\right)\left[3-2\left(1+\theta^{2}\right)\left(1+\Theta^{2}\right)\right]} .
$$

Example 4.2. RCA(1) with multiplicative seasonal GARCH $(0,1) \times(1,0)$ process

$$
\begin{aligned}
& y_{t}=\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t} \\
& \epsilon_{t}=\sqrt{h_{t}} Z_{t} \\
& (1-\Phi L) \epsilon_{t}^{2}=\omega+(1-\theta B) u_{t}
\end{aligned}
$$

The $\Psi$-weights are given in example 3.2. Then, the kurtosis of $y_{t}$ for a conditionally normally distributed $Z_{t}$ is:

$$
K^{(y)}=\frac{6\left(\sigma_{b}^{2}+\beta^{2}\right)\left(1-\beta^{2}-\sigma_{b}^{2}\right)}{1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}}+\frac{3\left(1-\beta^{2}-\sigma_{b}^{2}\right)}{\left(1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}\right)\left[3-2\left(\frac{1+\theta^{2}}{1-\Phi^{2}}\right)\right]} .
$$

Example 4.3. RCA(1) with multiplicative seasonal GARCH $(1,0) \mathrm{x}(1,0)$ process

$$
\begin{aligned}
& y_{t}=\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t} \\
& \epsilon_{t}=\sqrt{h_{t}} Z_{t} \\
& (1-\phi B)(1-\Phi L) \epsilon_{t}^{2}=\omega+u_{t}
\end{aligned}
$$

The $\Psi$-weights are given in example 3.3. Then, the kurtosis of $y_{t}$ for a conditionally normally distributed $Z_{t}$ is:

$$
K^{(y)}=\frac{6\left(\sigma_{b}^{2}+\beta^{2}\right)\left(1-\beta^{2}-\sigma_{b}^{2}\right)}{1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}}+\frac{3\left(1-\beta^{2}-\sigma_{b}^{2}\right)}{\left(1-6 \beta^{2} \sigma_{b}^{2}-\beta^{4}-3 \sigma_{b}^{4}\right)\left[3-2\left(\frac{1+2 \phi^{5} \Phi+\Phi^{2}}{1-\Phi^{2}}\right)\right]} .
$$

## Forecast error variance

Thavaneswaran \& Ghahramani (2008) derive the expression for the variance of the forecast error for a RCA(1) process with non-seasonal GARCH $(1,1)$ errors. In this section we expand the results for the more general $\operatorname{RCA}(1)$ process with seasonal $\operatorname{GARCH}(p, q) \mathrm{x}(P, Q)_{s}$ errors. Theorem 4.1. Let $y_{n}(l)$ be the $l$-steps-ahead minimum mean square forecast of $y_{n+l}$ and let $e_{n}^{(y)}(l)=y_{n+l}-y_{n}(l)$ be the corresponding forecast error. The variance of the $l$-steps-ahead forecast error of $y_{n+l}$ for the RCA(1) model with seasonal GARCH errors as given in (13)- (15) is:

$$
\begin{equation*}
\operatorname{Var}\left[e_{n}^{(y)}(l)\right]=\frac{\omega\left(1-\beta^{2}\right)}{\left(1-\sum_{i=1}^{p} \phi_{i}\right)\left(1-\sum_{i=1}^{P} \Phi_{i}\right)\left(1-\beta^{2}-\sigma_{b}^{2}\right)} \sum_{j=0}^{l-1} \beta^{2 j} . \tag{22}
\end{equation*}
$$

Proof. The $y_{t}$ process is second order stationary with autocorrelation $\rho_{k}=\beta^{k}$ and variance $\sigma_{\epsilon}^{2} /\left(1-\beta^{2}-\sigma_{b}^{2}\right)$. Hence, $y_{t}$ has a valid moving average representation of the form $y_{t}^{*}=$
$\sum_{j=0}^{\infty} \beta^{j} a_{t-j}$, where $a_{t}$ is an uncorrelated sequence with variance $\sigma_{a}^{2}$. By equating the variance of $y_{t}^{*}$ to the variance of $y_{t}$ we have $\sigma_{\epsilon}^{2} /\left(1-\beta^{2}-\sigma_{b}^{2}\right)=\sigma_{a}^{2} /\left(1-\beta^{2}\right)$, and $\sigma_{a}^{2}=\sigma_{\epsilon}^{2}\left(1-\beta^{2}\right) /(1-$ $\beta^{2}-\sigma_{b}^{2}$ ).
Note: When $\sigma_{b}^{2}=0, \operatorname{var}\left[e_{n}^{(y)}(l)\right]$ in Theorem 4.1 reduces to $\operatorname{var}\left[e_{n}^{(y)}(l)\right]$ in Theorem 3.1 for the AR model with seasonal GARCH errors.
We now have expressions for the variance of the $l$-steps-ahead forecast error of $y_{n+l}$ for the previously discussed RCA(1)-GARCH $(p, q) \times(P, Q)_{s}$ models:

$$
\begin{array}{ll}
\operatorname{RCA}(1)-\operatorname{GARCH}(0,1) \times(0,1)_{s} & \operatorname{Var}\left[e_{n}^{(y)}(l)\right]=\frac{\omega\left(1-\beta^{2}\right)}{\left(1-\beta^{2}-\sigma_{b}^{2}\right)} \sum_{j=0}^{l-1} \beta^{2 j} \\
\operatorname{RCA}(1)-\operatorname{GARCH}(0,1) \times(1,0)_{s} & \operatorname{Var}\left[e_{n}^{(y)}(l)\right]=\frac{\omega\left(1-\beta^{2}\right)}{(1-\Phi)\left(1-\beta^{2}-\sigma_{b}^{2}\right)} \sum_{j=0}^{l-1} \beta^{2 j}, \\
\operatorname{RCA}(1)-\operatorname{GARCH}(1,0) \times(1,0)_{s} & \operatorname{Var}\left[e_{n}^{(y)}(l)\right]=\frac{\omega\left(1-\beta^{2}\right)}{(1-\phi)(1-\Phi)\left(1-\beta^{2}-\sigma_{b}^{2}\right)} \sum_{j=0}^{l-1} \beta^{2 j} .
\end{array}
$$

Theorem 4.2. Let $Y_{t}=\left[y_{t}-\left(\hat{\beta}+b_{t}\right) y_{t-1}\right]^{2}$. Also, let $Y_{n}(l)$ be the $l$-steps-ahead minimum mean square forecast of $Y_{n+l}$ and let $e_{n}^{(Y)}(l)=Y_{n+l}-Y_{n}(l)$ be the corresponding forecast error. The variance of the $l$-steps-ahead forecast error of $Y_{n+l}$ for the RCA(1) model with seasonal GARCH errors as given in (13)- (15) is:

$$
\begin{equation*}
\operatorname{Var}\left[e_{n}^{(Y)}(l)\right]=\sigma_{u}^{2} \sum_{j=0}^{l-1} \Psi_{j}^{2}=\frac{\omega^{2}}{\left[\sum_{j=0}^{\infty} \Psi_{j}^{2}\right]\left[1-\sum_{i=1}^{p} \phi_{i}\right]^{2}\left[1-\sum_{i=1}^{P} \Phi_{i}\right]^{2}}\left[K^{(\epsilon)}-1\right]\left[\sum_{j=0}^{l-1} \Psi_{j}^{2}\right] \tag{23}
\end{equation*}
$$

where, from (18), $K^{(\epsilon)}=\frac{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)}{\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]^{2}} K^{(y)}-\frac{6\left(\beta^{2}+\sigma_{b}^{2}\right)}{1-\left(\beta^{2}+\sigma_{b}^{2}\right)}$.
Proof. The proof follows from part (b) of Lemma 3.2.
Note: When $\sigma_{b}^{2}=0, K^{(\epsilon)}$ in Theorem 4.2 reduces to $K^{(\epsilon)}$ in Theorem 3.2 for the AR model with seasonal GARCH errors.
We now have expressions for the variance of the $l$-steps-ahead forecast error for the previously discussed RCA(1)-GARCH $(p, q) \times(P, Q)_{s}$ models:

$$
\begin{array}{ll}
\operatorname{RCA}(1)-\operatorname{GARCH}(0,1) \times(0,1)_{s} & \operatorname{Var}\left[e_{n}^{(Y)}(l)\right]=\frac{\left(K^{(\epsilon)}-1\right) \mu^{2}}{\left(1+\theta^{2}\right)\left(1+\Theta^{2}\right)} \sum_{j=0}^{l-1} \Psi_{j}^{2} \\
\operatorname{RCA}(1)-\operatorname{GARCH}(0,1) \times(1,0)_{s} & \operatorname{Var}\left[e_{n}^{(Y)}(l)\right]=\frac{\left(K^{(\epsilon)}-1\right) \mu^{2}\left(1-\Phi^{2}\right)}{1+\theta^{2}} \sum_{j=0}^{l-1} \Psi_{j}^{2} \\
\operatorname{RCA}(1)-\operatorname{GARCH}(1,0) \times(1,0)_{s} & \operatorname{Var}\left[e_{n}^{(Y)}(l)\right]=\frac{\left(K^{(\epsilon)}-1\right) \mu^{2}\left(1-\phi^{2}\right)}{1+2 \phi^{s} \Phi+\Phi^{2}} \sum_{j=0}^{l-1} \Psi_{j}^{2}
\end{array}
$$

which are similar to the expressions given in Doshi et al. (2011). Here, $K^{(\epsilon)}$ is given in Theorem 4.2. and expressions for $K^{(y)}$ for a conditionally normally distributed $\epsilon_{t}$ are given in Examples 4.1, 4.2, and 4.3.

## 5. RCA models with seasonal SV errors

We start with Taylor's (2005) stochastic volatility (SV) model and propose its seasonal form,

$$
\begin{align*}
y_{t} & =\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t} &  \tag{24}\\
\epsilon_{t} & =Z_{t} e^{\frac{1}{2} h_{t}} & Z_{t} \sim N(0,1) \\
\phi(B) \Phi(L) h_{t} & =\omega+v_{t} & v_{t} \sim N\left(0, \sigma_{v}^{2}\right) \tag{25}
\end{align*}
$$

where $\epsilon_{t}$ and $h_{t}$ are innovations of the observed time series $y_{t}$ and the unobserved stochastic volatility, respectively. Also, $\phi(B)=1-\sum_{i=1}^{q} \phi_{i} B^{i}, \Phi(L)=1-\sum_{i=1}^{Q} \Phi_{i} L^{i}$, and $L=B^{s}$, where $s$ is the seasonal period. We assume that all the zeros of the polynomial $\phi(B) \Phi(L)$ lie outside the unit circle; thus, $h_{t}$ as given in (26) is stationary. The moving average representation is $h_{t}=\omega+\sum_{j=0}^{\infty} \Psi_{j} v_{t-j}$ where $\left\{\Psi_{j}\right\}$ is a sequence of constants and $\sum_{j=0}^{\infty} \Psi_{j}^{2}<\infty$. The $\Psi_{j}{ }^{\prime}$ s are obtained from $\phi(B) \Phi(L) \Psi(B)=1$ where $\Psi(B)=1+\sum_{j=1}^{\infty} \Psi_{j} B^{j}$.
RCA models with SV innovations have been studied in Paseka et al. (2010). Here we consider the seasonal version of the SV process and we study the moment properties of RCA models with seasonal SV innovations.
Theorem 5.1. Suppose $y_{t}$ is an RCA model with seasonal SV innovations as in (24)- (26). Then, we have the following relationship:
(i) $E\left(y_{t}^{2}\right)=\frac{E\left(\epsilon_{t}^{2}\right)}{1-\left(\beta^{2}+\sigma_{b}^{2}\right)}$,
(ii) $E\left(y_{t}^{4}\right)=\frac{6\left(\sigma_{b}^{2}+\beta^{2}\right)\left[E\left(\epsilon_{t}^{2}\right)\right]^{2}+\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right] E\left(\epsilon_{t}^{4}\right)}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]}$,
(iii) $K^{(y)}=\frac{6\left(\sigma_{b}^{2}+\beta^{2}\right)\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)}+\frac{\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]^{2}}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)} K^{(\epsilon)}$,
(iv) $K^{(\epsilon)}=3 e^{\sigma_{v}^{2} \sum_{j=0}^{\infty} \Psi_{j}^{2}}$
where $E\left(\epsilon_{t}^{2}\right)=\exp \left\{\mu_{h_{t}}+\frac{1}{2} \sigma_{h_{t}}^{2}\right\}, E\left(\epsilon_{t}^{4}\right)=3 \exp \left\{2 \mu_{h_{t}}+2 \sigma_{h_{t}}^{2}\right\}$, the mean of the $h_{t}$ process is $\mu_{h_{t}}=\frac{\omega}{\left(1-\sum_{i=1}^{q} \phi_{i}\right)\left(1-\sum_{i=1}^{Q} \Phi_{i}\right)}$ and the variance of $h_{t}$ is $\sigma_{h_{t}}^{2}=\sigma_{v}^{2} \sum_{j=0}^{\infty} \Psi_{j}^{2}$.
Proof. Parts (i) to (iii) are similar to Paseka et al. (2010) for an RCA-non seasonal SV process.
Part (iv) follows from the above expressions for $E\left(\epsilon_{t}^{2}\right)$ and $E\left(\epsilon_{t}^{4}\right)$ as follows:
$K^{(\epsilon)}=\frac{E\left(\epsilon_{t}^{4}\right)}{\left[E\left(\epsilon_{t}^{2}\right)\right]^{2}}=\frac{3 e^{2 \mu_{h_{t}}+2 \sigma_{h_{t}}^{2}}}{\left(e^{\mu_{h_{t}}+1 / 2 \sigma_{n_{t}}^{2}}\right)^{2}}=3 e^{\sigma_{h_{t}}^{2}}=3 e^{\sigma_{v}^{2} \sum_{j=0}^{\infty} \Psi_{j}^{2}}$.
Next, we illustrate applications of Theorem 5.1 with three examples.
Example 5.1. RCA with autoregressive $[\mathrm{AR}(1)] \mathrm{SV}$ process

$$
\begin{aligned}
y_{t} & =\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t} \\
\epsilon_{t} & =Z_{t} e^{\frac{1}{2} h_{t}} \\
(1-\phi B) h_{t} & =\omega+v_{t}
\end{aligned}
$$

The $\Psi$-weights are $\Psi_{j}=\phi^{j}, j \geq 1$. Therefore, $\sum_{j=0}^{\infty} \Psi_{j}^{2}=1+\phi^{2}+\phi^{4}+\ldots=\frac{1}{1-\phi^{2}}$. Then, the kurtosis of $y_{t}$ is:

$$
K^{(y)}=\frac{6\left(\sigma_{b}^{2}+\beta^{2}\right)\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)}+3 \frac{\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]^{2}}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)} \exp \left\{\frac{\sigma_{v}^{2}}{1-\phi^{2}}\right\}
$$

Example 5.2. RCA with pure seasonal autoregressive $\left[\operatorname{AR}(1)_{s}\right]$ SV process

$$
\begin{aligned}
y_{t} & =\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t} \\
\epsilon_{t} & =Z_{t} e^{\frac{1}{2} h_{t}} \\
\left(1-\Phi B^{s}\right) h_{t} & =\omega+v_{t}
\end{aligned}
$$

The $\Psi$-weights are $\Psi_{j}=\Phi^{j}, j \geq 1$. Therefore, $\sum_{j=0}^{\infty} \Psi_{j}^{2}=1+\Phi^{2}+\Phi^{4}+\ldots=\frac{1}{1-\Phi^{2}}$. Then, the kurtosis of $y_{t}$ is:

$$
K^{(y)}=\frac{6\left(\sigma_{b}^{2}+\beta^{2}\right)\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)}+3 \frac{\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]^{2}}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)} \exp \left\{\frac{\sigma_{v}^{2}}{1-\Phi^{2}}\right\} .
$$

Example 5.3. RCA with multiplicative seasonal autoregressive $\left[\operatorname{AR}(1) \mathrm{x}(1)_{s}\right]$ SV process

$$
\begin{aligned}
y_{t} & =\left(\beta+b_{t}\right) y_{t-1}+\epsilon_{t} \\
\epsilon_{t} & =Z_{t} e^{\frac{1}{2} h_{t}} \\
(1-\phi B)\left(1-\Phi B^{s}\right) h_{t} & =\omega+v_{t}
\end{aligned}
$$

The $\Psi$-weights are $\Psi_{1}=\phi+\Phi$, and $\Psi_{j}=(\phi+\Phi) \Psi_{j-1}+\phi \Phi \Psi_{j-2}, j \geq 2$. Then, the kurtosis of $y_{t}$ is:

$$
K^{(y)}=\frac{6\left(\sigma_{b}^{2}+\beta^{2}\right)\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)}+3 \frac{\left[1-\left(\beta^{2}+\sigma_{b}^{2}\right)\right]^{2}}{1-\left(3 \sigma_{b}^{4}+\beta^{4}+6 \beta^{2} \sigma_{b}^{2}\right)} e^{\sigma_{n_{t}}^{2}}
$$

where $\sigma_{h_{t}}^{2}=\frac{\left(1+\phi^{s}\right) \sigma_{v}^{2}}{\left(1-\phi^{2}\right)\left(1-\Phi^{2}\right)\left(1-\Phi \phi^{s}\right)}$.
Recently, Gong \& Thavaneswaran (2009) discussed the filtering of SV models. The prediction of discrete SV models can be obtained by using the recursive method proposed in Gong \& Thavaneswaran (2009).

## 6. Option pricing with seasonal volatility

Option pricing based on the Black-Scholes model is widely used in the financial community. The Black-Scholes formula is used for the pricing of European-style options. The model has traditionally assumed that the volatility of returns is constant. However, several studies have shown that asset returns exhibit variances that change over time. Duan (1995) proposes an option pricing model for an asset with returns following a GARCH process. Badescu \& Kulpeger (2008); Elliot et al. (2006); Heston \& Nandi (2000) and others derived closed form option pricing formulas for different models which are assumed to follow a GARCH volatility process. Most recently, Gong et al. (2010) derive an expression for the call price as an expectation with respect to random GARCH volatility. The model is then evaluated
in terms of the moments of the volatility process. Their results indicate that the suggested model outperforms the classic Black-Scholes formula. Here we extend Gong et al. (2010) and propose an option pricing model with seasonal GARCH volatility as follows:

$$
\begin{align*}
d S_{t} & =r S_{t} d t+\sigma_{t} S_{t} d W_{t}  \tag{27}\\
y_{t} & =\log \left(\frac{S_{t}}{S_{t-1}}\right)-E\left[\log \left(\frac{S_{t}}{S_{t-1}}\right)\right]=\sigma_{t} Z_{t}  \tag{28}\\
\theta(B) \Theta(L) \sigma_{t}^{2} & =\omega+\alpha(B) y_{t}^{2} \tag{29}
\end{align*}
$$

where $S_{t}$ is the price of the stock, $r$ is the risk-free interest rate, $\left\{W_{t}\right\}$ is a standard Brownian motion, $\sigma_{t}$ is the time-varying seasonal volatility process, $\left\{Z_{t}\right\}$ is a sequence of i.i.d. random variables with zero mean and unit variance and $\alpha(B), \theta(B)$ and $\Theta(L)$ have been defined in (4).

The price of a call option can be calculated using the option pricing formula given in Gong et al. (2010). The call price is derived as a first conditional moment of a truncated lognormal distribution under the martingale measure, and it is based on estimates of the moments of the GARCH process. The call price based on the Black-Scholes model with seasonal GARCH volatility is given by:

$$
\begin{align*}
C(S, T) & =S\left(f\left[E\left(\sigma_{t}^{2}\right)\right]+\frac{1}{2} f^{\prime \prime}\left[E\left(\sigma_{t}^{2}\right)\right]\left(\frac{1}{3} \kappa^{(y)}-1\right) E^{2}\left(\sigma_{t}^{2}\right)\right) \\
& -K e^{-r T}\left(g\left[E\left(\sigma_{t}^{2}\right)\right]+\frac{1}{2} g^{\prime \prime}\left[E\left(\sigma_{t}^{2}\right)\right]\left(\frac{1}{3} \kappa^{(y)}-1\right) E^{2}\left(\sigma_{t}^{2}\right)\right), \tag{30}
\end{align*}
$$

where $f$ and $g$ are twice differentiable functions, $S$ is the initial value of $S_{t}, K$ is the strike price, $T$ is the expiry date, $\sigma_{t}$ is a stationary process with finite fourth moment, and $\kappa^{(y)}=\frac{E\left(y_{t}^{4}\right)}{\left[E\left(y_{t}^{2}\right)\right]^{2}}$. Also, $f\left[E\left(\sigma_{t}^{2}\right)\right], g\left[E\left(\sigma_{t}^{2}\right)\right], f^{\prime \prime}\left[E\left(\sigma_{t}^{2}\right)\right]$, and $g^{\prime \prime}\left[E\left(\sigma_{t}^{2}\right)\right]$ are given by:

$$
\begin{aligned}
& f\left[E\left(\sigma_{t}^{2}\right)\right]=\mathrm{N}(d)=\mathrm{N}\left(\frac{\log (S / K)+r T+\frac{1}{2} E\left(\sigma_{t}^{2}\right)}{\sqrt{E\left(\sigma_{t}^{2}\right)}}\right), \\
& g\left[E\left(\sigma_{t}^{2}\right)\right]=\mathrm{N}\left(d-\sqrt{E\left(\sigma_{t}^{2}\right)}\right)=\mathrm{N}\left(\frac{\log (S / K)+r T-\frac{1}{2} E\left(\sigma_{t}^{2}\right)}{\sqrt{E\left(\sigma_{t}^{2}\right)}}\right), \\
& f^{\prime \prime}\left[E\left(\sigma_{t}^{2}\right)\right]= \frac{1}{\sqrt{2 \pi}}\left[-\left(\frac{E\left(\sigma_{t}^{2}\right)-2(\log (S / K)+r T)}{4 E\left(\sigma_{t}^{2}\right) \sqrt{E\left(\sigma_{t}^{2}\right)}}\right)\left(\frac{\left[E\left(\sigma_{t}^{2}\right)\right]^{2}-4(\log (S / K)+r T)^{2}}{8\left[E\left(\sigma_{t}^{2}\right)\right]^{2}}\right)\right. \\
&\left.+\left(\frac{6(\log (S / K)+r T)-E\left(\sigma_{t}^{2}\right)}{8\left[E\left(\sigma_{t}^{2}\right)\right]^{2} \sqrt{E\left(\sigma_{t}^{2}\right)}}\right)\right] \times \exp \left\{-\frac{\left(2(\log (S / K)+r T)+E\left(\sigma_{t}^{2}\right)\right)^{2}}{8 E\left(\sigma_{t}^{2}\right)}\right\},
\end{aligned}
$$

$$
\begin{aligned}
g^{\prime \prime}\left[E\left(\sigma_{t}^{2}\right)\right]= & \frac{1}{\sqrt{2 \pi}}\left[\left(\frac{E\left(\sigma_{t}^{2}\right)+2(\log (S / K)+r T)}{4 E\left(\sigma_{t}^{2}\right) \sqrt{E\left(\sigma_{t}^{2}\right)}}\right)\left(\frac{\left[E\left(\sigma_{t}^{2}\right)\right]^{2}-4(\log (S / K)+r T)^{2}}{\left[E\left(\sigma_{t}^{2}\right)\right]^{2}}\right)\right. \\
& \left.+\left(\frac{6(\log (S / K)+r T)+E\left(\sigma_{t}^{2}\right)}{8\left[E\left(\sigma_{t}^{2}\right)\right]^{2} \sqrt{E\left(\sigma_{t}^{2}\right)}}\right)\right] \exp \left\{-\frac{\left(2(\log (S / K)+r T)-E\left(\sigma_{t}^{2}\right)\right)^{2}}{8 E\left(\sigma_{t}^{2}\right)}\right\},
\end{aligned}
$$

where N denotes the standard normal CDF, and under the option pricing model with seasonal GARCH volatility,

$$
\begin{aligned}
E\left(\sigma_{t}^{2}\right) & =\frac{\omega}{\left(1-\sum_{i=1}^{p} \phi_{i}\right)\left(1-\sum_{i=1}^{P} \Phi_{i}\right)^{2}} \\
\kappa^{(y)} & =\frac{3}{3-2 \sum_{j=1}^{\infty} \Psi_{j}^{2}}
\end{aligned}
$$

## 7. Concluding remarks

In this chapter we propose various classes of seasonal volatility models. We consider time series processes such as AR and RCA with multiplicative seasonal GARCH errors and SV errors. The multiplicative seasonal volatility models are suitable for time series where autocorrelation exists at seasonal and at adjacent non-seasonal lags. The models introduced here extend and complement the existing volatility models in the literature to seasonal volatility models by introducing more general structures.
It is well-known that financial time series exhibit excess kurtosis. In this chapter we derive the kurtosis for different seasonal volatility models in terms of model parameters. We also derive the closed-from expression for the variance of the $l$-steps ahead forecast error of i) $y_{n+l}$ in terms of $\psi$-weights and model parameters, and of ii) squared series $Y_{n+l}$ in terms of $\Psi$-weights, model parameters and the kurtosis of $\epsilon_{t}$. The results are a generalization of existing results for non-seasonal volatility processes. We provide examples for all the different classes of models considered and discussed them in some detail (i.e. $\operatorname{AR}(1)-\operatorname{GARCH}(p, q) \times$ $(P, Q)_{s}, \operatorname{RCA}(1)-\operatorname{GARCH}(p, q) \times(P, Q)_{s}$ and RCA(1)-seasonal SV).
The results are primarily oriented to financial time series applications. Financial time series often meet the large dataset demands of the volatility models studied here. Also, financial data dynamics in higher order moments are of interest to many market participants. Specifically, we consider the Black-Scholes model with seasonal GARCH volatility and show that the moments of the seasonal volatility process can be used to evaluate the call price for European options.
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Part 2

Recent Econometric Applications

# The Impact of Government-Sponsored Training Programs on the Labor Market Transitions of Disadvantaged Men 

Lucie Gilbert ${ }^{1}$, Thierry Kamionka ${ }^{2}$ and Guy Lacroix ${ }^{3}$<br>${ }^{1}$ Human Resources Development Canada<br>${ }^{2}$ CREST, CNRS<br>${ }^{3}$ CIRPÉE, CIRANO, IZA, Laval University<br>1,3 Canada<br>${ }^{2}$ France

## 1. Introduction

The impact of government-sponsored training programs has been extensively studied in the past couple of decades. ${ }^{1}$ In many countries, such programs have become an integral part of public policies aiming at enhancing self-sufficiency among vulnerable groups. In most cases program costs have escalated as they have become more comprehensive and more systematically used. Not surprisingly, policy makers have shown renewed interest in obtaining accurate and reliable estimates of their efficacy.
The discussions surrounding the efficacy or desirability of training programs rest on complex methodological issues. The main concern lies with proper treatment of an individual's decision to participate in such programs. Severe biases may arise if unobserved individual characteristics that affect the decision to participate are somehow related to the unobservables that affect outcomes on the labour market. Two approaches have been proposed in the evaluation literature to address the so-called "self-selection" issue. The first is the "experimental approach", based on random assignment of applicants into treatment or control groups. The second is the "non-experimental", or "econometric approach", and relies on non-random samples of participants and non-participants. Each approach tackles the self-selection issue from a different angle, but the relative merit of each is still the subject of debate [see Heckman \& Smith (1995), Burtless (1995), Ham \& LaLonde (1996), Keane (2010), Leamer (2010)].
Most would argue that the "experimental" approach is best suited to eliminate self-selection biases and provide adequate mean program impacts, however measured. Yet, recently this view has been challenged by Ham \& LaLonde (1996) in their important paper. ${ }^{2}$ In essence they argue that random assignment between control and experimental groups provides an

[^5]adequate short-term mean program impact. On the other hand, the treatment and controls experiencing subsequent spells of employment and unemployment are most likely not random subsets of the initial groups because the sorting process is very different for the two. In other words, random assignment does not guarantee that long-term mean program impacts are void of any systematic biases.
In most countries, experimental evaluation of training programs is impracticable due to a lack of appropriate data. Analysts must rely on multi-state transition models. An additional difficulty in using these data is that program participation must be modeled explicitly. Many recent papers have nevertheless managed to successfully model complex transition patterns using such data (Gritz (1993), Bonnal et al. (1997), Mealli et al. (1996), Brouillette \& Lacroix (2011), Fougère et al. (2010), Blasco, Crépon \& Kamionka (2009)). Most papers are limited to three separate states of the labour market: employment, unemployment (non-employment) and training. ${ }^{3}$ In many cases data limitations do not allow identification of any more states. In other cases, analysts purposely focus on few states to keep the statistical model tractable. Indeed, when the data is drawn from stock samples, as is often the case when using administrative data, the statistical model must account for so-called "initial conditions" problems. This usually adds considerable complexity to an already involved statistical model. ${ }^{4}$ On the other hand, many have questioned the appropriateness of focusing on few labour market states (Heckman \& Flinn (1983), Jones \& Riddell (1999)).
This chapter investigates the impact of government training programs aimed at poorly educated Canadian male welfare recipients. It should be stressed at the outset that in Canada, as in many European countries, the welfare system aims at supporting individuals without income and who are not entitled to any other social security benefits, irrespective of age. ${ }^{5}$ As such, it acts as a safety net for unemployed workers who do not qualify for benefits, or who have exhausted their unemployment benefits. Many programs are available to assist these long term unemployed and those with few skills increase their employability. Understandably, a considerable proportion of program resources has been targeted towards the youths in the past decade. Yet, many have questioned the ability of traditional programs to address the problem [OECD, 1998]. The aim of this chapter is precisely to investigate the impact of these programs in enhancing the self-sufficiency of young males welfare claimants, a particular disadvantaged group (see Beaudry \& Green (2000)).
The empirical strategy is similar to that used by Gritz (1993), Bonnal et al. (1997) and Brouillette \& Lacroix (2011) in that we explicitly account for selectivity into the training programs. It relies on a rich dataset that tracks the transitions of a large number of individuals on a weekly basis across seven different states of the labour market. These states include employment, unemployment, welfare, out of the labour force (OLF), two separate welfare training programs, and unemployment training programs. In all, as many as 24 different transitions are allowed in the model. The sample is drawn from the population of welfare

[^6]recipients that experienced a spell at any time between 1987 and 1993 in the province of Québec, Canada. To be included in the sample, individuals had to be aged 18 or 19 at any time during that period and to have less than a high-school degree. Sample stratification is used to avoid over-parameterization of the statistical model that would result if too many exogenous variables had to be controlled for.
By merging various administrative data files we can recreate complete individuals' histories on the labour market back to age 16, the legal school-leaving age in Canada. Consequently, each individual in our sample is necessarily observed in the OLF state at the beginning of his history. This sampling scheme thus removes the necessity to control for stock sample biases and has the additional benefit of providing rich transition patterns over a relatively long sample frame.
The econometric model is built on continuous labour market transitions processes and allows entry rates into each state to depend on observed and unobserved heterogeneity components. Heterogeneity terms can be destination-specific, origin-specific or both. In all cases, correlation across heterogeneity terms is allowed. We further investigate the sensitivity of the parameter estimates to various distributions of the heterogeneity components. When parametric distribution functions are used, the model is estimated by Simulated Maximum Likelihood (SML).
The remainder of the chapter is organized as follows. Section 2 provides a detailed description of the data. Section 3 discusses the econometric model and the various statistical assumption regarding the distributions of the heterogeneity terms. Section 4 reports our empirical findings. Section 5 concludes the chapter.

## 2. Data description

The basic data used for this study are drawn from the caseload records of Québec's Ministère de la Solidarité sociale. The files contain information on all individuals who have received welfare benefits at some time between January 1987 and December 1993. In particular, the start dates and end dates of each welfare and welfare training spells are recorded in the files. The welfare program contains special provisions for those who are indisposed for work due to mental or physical impediments. These individuals are not included in the sample. Thus the final sample comprises only individuals who have no handicap or only a minor, intermediate, or temporary physical handicap. Furthermore, they are fit to work.
The welfare administrative files contain no information on employment or unemployment spells. Our sample was thus linked to the Status Vector files (SV) and the Record of Employment (ROE) files, both under the aegis of Human Resources Development Canada. These files contain very detailed weekly information on insured unemployment spells and employment spells, respectively. The start dates and end dates of each spell are recorded in these files. Similar information is available with respect to training spells administered under the Unemployment Insurance (UI) program. Merging all three administrative files allows us to define seven different states on the labour market. Aside from the welfare,
unemployment and employment states, we can identify two separate welfare training states and one unemployment training state. ${ }^{6}$
The focus of this chapter is on poorly educated young men. Thus to be included in the sample, an individual had to be either 18 or 19 years of age at any time between 1987 and 1993 and have completed less than 11 years of schooling over the sample period. A high-school degree in Québec usually entails at least 12 years of schooling. In principle, then, none of the individuals in our sample has earned a high-school diploma. With these selection criteria the final sample contains 3068 individuals.
The upper panel of Table 1 provides summary statistics for individuals who have not participated in a training program. The lower panel presents similar statistics for program participants. In the latter case, the mean durations in either employment, unemployment or welfare are calculated both before and after training. An examination of the table reveals that the two groups are very similar in terms of their observable characteristics; They both have the same average age and nearly identical schooling levels. Yet, there are significant differences in their respective labour market experiences. For instance, non-trainees have longer spells in each of the three states reported in the table. On the whole, the proportion of time non-trainees spend employed is slightly larger than that of trainees prior to training. On the other hand, once they have had training, the proportion of time trainees spend employed becomes larger than that of non-trainees. This increase stems from the fact that the average employment duration decreases proportionately less that the average duration of welfare and unemployment spells. Taken at face value, this would suggest training programs benefit somewhat to welfare recipients.
Recall that only individuals who experienced a welfare spell between 1987 and 1993 and who were aged 18 or 19 during that period are included in the sample. Those who are 18 or 19 years of age in January 1987 may have already been on the labour market for 2-3 years at most. In order to recreate their complete labour market histories as of the age of 16, it is necessary in some cases to go back as early as January 1984. ${ }^{7}$ The start date and end date of each spell is used to create individual histories on the labour market. Overlaps between states are frequent and are not necessarily the result of coding errors. It may well be, for example, that a welfare spell and a work spell overlap. Program designs do not forbid this. In principle, such overlaps could be redefined as a separate state. Given the number of possible states, it is simply not

[^7]

## Table 1. Sample Characteristics

$\dagger$ Calculated from non censored episodes.
$\ddagger$ Calculated from mean duration in employment, unemployment, welfare and OLF.
reasonable to allow these overlaps in the analysis. It was decided that, as a rule, starting dates would have precedence over ongoing spells. Thus an ongoing spell with known end date is truncated whenever a new state starts prior to the end date. ${ }^{8}$
The 3068 individuals in our sample experienced as many as 31422 spells over the sample period. Table 2 presents all the transitions that occurred at any given point in the sample period. The table identifies seven separate states on the labour market. Welfare Training includes various job search assistance programs as well as skill enhancing programs aimed at welfare recipients. The Job-Reentry Program (JRP) is an on-the-job training program also aimed at welfare recipients. Under this program, participants do not receive benefits but a (subsidized) salary from a regular employer. ${ }^{9}$ JRP is treated separately because contrary to other programs most participants qualify for unemployment benefits upon completion. UI is a state in which individuals receive unemployment benefits. Individuals that do not work and that do not qualify for benefits are treated as out of the labour force (OLF) for the purpose of this study. It must thus be kept in mind that UI is not necessarily akin to unemployment in the usual sense. UI Training comprises a series of training programs aimed at UI claimants. The OLF state is the complement of all other states. It includes full-time students, non-entitled unemployed individuals and individuals that are truly out of the labour force.
Table 2 reveals interesting dynamics on the labour market. For instance, the majority of welfare spells end either in employment, in welfare training or OLF. Likewise, welfare training spells end either in welfare, in employment or in OLF. Interestingly, most JRP participants enter regular employment upon completion of their program. Very few enter UI even though

[^8]| Destination <br> Origin | Welfare | Training |  |  | Training |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Welfare | 0 | 1809 | 140 | 88 | 0 | 1851 | 1134 |
| Welfare Training | 432 | 0 | 67 | 6 | 0 | 438 | 306 |
| JRP | 21 | 4 | 0 | 7 | 0 | 192 | 29 |
| U.I. | 374 | 38 | 2 | 292 | 111 | 1380 | 1404 |
| U.I. Training | 2 | 1 | 0 | 114 | 0 | 16 | 2 |
| Employment | 1002 | 229 | 35 | 2918 | 41 | 2004 | 4662 |
| OLF | 2614 | 235 | 9 | 523 | 2 | 3815 | 0 |

Table 2. Frequency of Transitions Between States
most qualify for benefits. Other transitions are as expected, except perhaps for UI training. Indeed, the majority of participants return to UI upon completion of their program and very few find regular employment. A number of cells contain few or no observations. The empty cells are consistent with program or policy parameters that prevent a number of transitions to occur or are a consequence of our definitions of the various states. ${ }^{10}$ Only transitions comprising more than 75 observations will be considered in the econometric model. This leaves a total of 24 transitions to be modeled explicitly.
The transitions on the labour market have three essential dimensions: the state of origin, the state of destination and the duration in any a given state. Table 2 provides useful information on the first two dimensions. One way to represent all three dimensions simultaneously is to look at the distribution of the sample across all seven states on a weekly basis. This distribution synthesizes both the transitions across states and the mean duration in each.
Figure 1 plots the proportion of individuals in each of the seven states on a weekly basis. The top portion of the figure traces out the proportion of individuals in non-training states (welfare, unemployment, employment, OLF), and the bottom portion traces out the proportions in training states (UI training, welfare training and JRP). There are two distinct features that arise in January 1987 in the top portion of the figure. First, the proportion of individuals in OLF is relatively high. This partly reflects a cohort effect. In January 1987, our sample comprises only individuals that are 18 or 19 years of age. Not surprisingly, a large proportion of them are either still in school or have not yet entered the labour market. As we move rightward along the time axis, these individuals become older and new 18-19 year old entrants join the sample. By the time we reach December 1993, the oldest individuals are between $25-26$ years of age. It does not necessarily follow that the sample's average age increases systematically along the time axis. Proportionately more individuals have entered the sample in the recession years 1989-1992 than previously. Second, the proportion of unemployed individuals is zero. As mentioned earlier, the information on unemployment spells is only available as of January 1987. Consequently, only new spells are identifiable in the data. Spells that were ongoing in January 1987 are classified as OLF in the figure.
The bottom portion of the figure also indicates that the proportion of individuals in JRP is zero up until approximately January-February 1990. This program was implemented in August
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Fig. 1. Distribution Across States


Fig. 2. Distribution Across Training Programs
1989 and had too few participants in the beginning months to show up in the figure. Similarly, participation in UI training programs is essentially zero up until February-March 1987. UI training usually occurs after a number of weeks has been spent unemployed. Not surprisingly, then, a certain laps of time is needed before the proportion of UI trainees is large enough to show up in the figure. Training spells that were ongoing in January 1987 are also classified as OLF.
A close look at Figure 1 reveals interesting patterns. First, the proportion of welfare participants remains relatively constant between 1987 and 1989. The economic downturn of 1989 results in an steady increase in the proportion of welfare claimants until the end of 1993. In fact, the proportion increased from $17.9 \%$ in January 1988 to $42.3 \%$ in December 1993. Such an increase results from both a more important inflow into welfare and longer spell duration [see Duclos et al. (1999) for details].
The proportion of employed individuals follows a very distinct seasonal pattern with peaks occurring around June-July and troughs around January of each year. Despite these seasonal fluctuations, the proportion of employed individuals increased from 31.2\% in January 1988 to $33.5 \%$ in January 1990, and then gradually declined to $18.6 \%$ in January 1993. The proportion of unemployed individuals is highly negatively correlated with the proportion of employed individuals. The seasonal fluctuations almost perfectly mirror those of employment. Finally, the proportion of individuals in the OLF state also depicts strong seasonal patterns. In January of each year, the proportion of those in OLF increases by about 5 percentage points. It is likely
that many seasonal workers lose their job at the beginning of each year and do not qualify for unemployment benefits.
The bottom portion of the figure shows that the proportion of individuals engaged in government-sponsored training programs fluctuates considerably over time. A number of new welfare training programs have been implemented in 1989. Most of these programs aim at enhancing job search skills and usually last a few weeks. The large increase in the proportion of welfare trainees coincide with the implementation of these programs. A dramatic fall occurs towards the end of 1989 presumably linked to budgetary constraints associated with the economic downturn of 1990. The proportion of participants steadily increases thereafter and reaches its peak at the end of 1993. The proportion of UI trainees is relatively constant throughout the whole period, with the exception of 1992. Both the UI training programs and JRP have relatively few participants at any point in time.
The proportions of participants in the combined programs hardly reach beyond $5 \%$ over the sample period. The fact that few individuals are engaged in formal training at any point in time is no indication that training programs are inefficient or unattractive. Access to programs is often limited because of insufficient resources. This lack of resources raises a fundamental question: who gets selected into training? To the econometrician, participation in a training program is the result of two separate unidentifiable processes. First, the participant has undertaken the necessary steps to take part in the program. Second, the program manager has deemed the participant eligible. These two processes are likely to be such that participants have unobservable (to the econometrician) characteristics that are systematically different from those of the non-participants. Fortunately, given the information at our disposal it is possible to devise estimators that, under very general assumptions, will yield unbiased estimates of the programs' impacts. These estimators are presented in the next section.

## 3. Modeling labour market transitions

The labour market history of a given individual is represented by a sequence of $n$ spells of various lengths in any of $\mathrm{K}(=7)$ states ${ }^{11}$. Let $x_{t}$ be the state in which an individual is observed to be at time $t$. The sequence starts at calendar time $\tau_{0}=0$ when the individual is 16 years of age and ends at time $\tau_{e}$ ( $\tau_{e}=$ December 1993). Figure 3 depicts a hypothetical sequence made up of 3 spells of various length in 3 different states. As depicted, the individual is initially observed in the OLF state. He enters into employment at time $\tau_{1}$ and eventually moves into unemployment at time $\tau_{2}$. At time $\tau_{e}$ he is still in the midst of an unemployment spell.
Let $\tau_{\ell}$ denote the calendar time at which a spell in any given state ends. Each spell $\ell(1 \leq$ $\ell \leq n)$ is thus delimited by the start time $\tau_{\ell-1}$ and the end time $\tau_{\ell}\left(\tau_{\ell}>\tau_{\ell-1}\right)$. Let $u_{\ell}$ be the duration of spell $\ell\left(u_{\ell}=\tau_{\ell}-\tau_{\ell-1}\right)$. Finally, let $r$ denote a complete sequence from time 0 to time $\tau_{e}$ :

$$
r=\left(\left(u_{1}, x_{\tau_{1}}\right), \ldots,\left(u_{n-1}, x_{\tau_{n-1}}\right),\left(u_{n}, 0\right)\right),
$$

where $u_{n}=\tau_{e}-\tau_{n-1}$ is the duration of the last spell. The last spell of each individual is right-censored since $\tau_{n}$ and $x_{\tau_{n}}$ are not observed. On the other hand, the last spell must have lasted at least $\tau_{n}-\tau_{n-1}$ units of time in state $x_{\tau_{n-1}}$. Because $x_{\tau_{n}}$ is not observed we conventionally fix $x_{\tau_{n}}=0$.

[^10]

Fig. 3. Labour market history of a hypothetical individual.
The sequence may be more compactly rewritten as:

$$
r=\left(y_{1}, \ldots, y_{n}\right)
$$

where

$$
y_{\ell}=\left\{\begin{array}{cc}
\left(u_{\ell}, x_{\tau_{\ell}}\right), & \text { if } 1 \leq \ell \leq n-1 \\
\left(u_{n}, 0\right), & \text { if } \ell=n
\end{array}\right.
$$

The initial state, $x_{0}$, is the same for each individual in our sample and is exogenously determined by school attendance laws. Consequently, there is no need to explicitly model the initial state in which individuals are observed.

### 3.1 Likelihood function

Each individual contributes a sequence $r=\left(y_{1}, \ldots, y_{n}\right)$ to the likelihood function. The contribution can be written conditionally on a vector of exogenous variables, $z$, and an unobserved heterogeneity factor, $v$.
Let $l_{v}(\theta)$ denote the conditional contribution of the sequence $r$. We have,

$$
l_{v}(\theta)=\prod_{\ell=1}^{n} f\left(y_{\ell} \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)
$$

where $f\left(y_{\ell} \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)$ is the conditional density of $y_{\ell}$ given $y_{1}, \ldots, y_{\ell-1}, z$ and $v$, and $\theta \in \Theta \subset \mathbb{R}^{p}$ is a vector of parameters. Naturally, the destination state of the last spell is unknown since the duration is censored. Its contribution to the conditional likelihood function is limited to the survivor function of the observed duration.
The random variable $v$ is assumed to be independently and identically distributed across individuals, and independent from the exogenous variables $z$. If the unobserved
heterogeneity can take only a finite number of values, $v_{1}, \ldots, v_{J}$, the contribution of a sequence $r$ to the likelihood function is

$$
\begin{equation*}
l(\theta)=\sum_{j=1}^{J} \prod_{\ell=1}^{n} f\left(y_{\ell} \mid y_{1}, \ldots, y_{\ell-1} ; z ; v_{j} ; \theta\right) \pi_{j} \tag{1}
\end{equation*}
$$

where $\pi_{j}$ is the probability that the unobserved heterogeneity term takes the value $v_{j}(0 \leq$ $\pi_{j} \leq 1, \sum_{j=1}^{J} \pi_{j}=1$ ).
If $v$ is a continuous random variable, then

$$
\begin{equation*}
l(\theta)=\int_{V} \prod_{\ell=1}^{n} f\left(y_{\ell} \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right) g(v ; \gamma) d v \tag{2}
\end{equation*}
$$

where $g(v ; \gamma)$ is a density probability function and V is the support of $v$.
Furthermore, if we assume that $Y_{\ell}$ is independent of $Y_{1}, \ldots, Y_{\ell-2}$, given $Y_{\ell-1}=y_{\ell-1}, Z=z$ and the value of the unobserved term $v$, then

$$
f\left(y_{\ell} \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)=f\left(y_{\ell} \mid y_{\ell-1} ; z ; v ; \theta\right) .
$$

Given the history of the process, the joint distribution of the duration of spell $\ell$ and the destination state only depends on the current state on the labour market. This assumption will be relaxed by introducing other characteristics of the history of the process.

### 3.2 Modeling individual spells

In this section we focus on the conditional distribution of $y_{\ell}=\left(u_{\ell}, x_{\tau_{\ell}}\right)$, where $u_{\ell}$ is the duration of the $\ell^{\text {th }}$ spell in state $x_{\tau_{\ell-1}}$. Define $u_{\ell, k}^{*}$ as the waiting time before leaving state $x_{\tau_{\ell-1}}$ for state $x_{\tau_{\ell}}$. At the end of the $\ell^{\text {th }}$ spell, the individual will enter into the state corresponding to the smallest latent duration $u_{\ell, k^{\prime}}^{*}$. We will assume that these $K$ latent durations are independently distributed. Thus the duration of spell $\ell$ is given by ${ }^{12}$

$$
u_{\ell}=\inf _{k^{\prime}} u_{\ell, k^{\prime}}^{*} .
$$

Let $f_{j}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)$ denote the probability density function (p.d.f.) of the latent duration $u_{\ell, j^{\prime}}^{*}$ given the history of the process up to time $\tau_{\ell-1}, v$ and covariates $z$. Let $S_{j}(u \mid$ $\left.y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)$ be the corresponding survivor function:

$$
S_{j}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)=\int_{u}^{+\infty} f_{j}\left(s \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right) d s
$$

[^11]The conditional joint density of the duration of spell $\ell$ and the destination state $k$ is given by the following expression

$$
\begin{aligned}
f\left(u, k \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)= & f_{k}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right) \\
& \prod_{\substack{j=1 \\
j \neq k}}^{K} S_{j}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right) \\
= & h_{k}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right) S\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)
\end{aligned}
$$

where $h_{k}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)$ is the hazard function associated with the latent duration $u_{\ell, k}^{*}$ and $S\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)$ is the survivor function of the duration of the $\ell^{\text {th }}$ spell. Because the latent durations are assumed to be conditionally independent we have

$$
S\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)=\prod_{j=1}^{K} S_{j}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)
$$

where $u \geq 0$. The expression represents the conditional probability that the duration of spell $\ell$ is at least equal to $u$ or, equivalently, that all latent durations are at least equal to $u$. Therefore, the conditional contribution of a given sequence to the likelihood function is:

$$
l_{v}(\theta)=\prod_{\ell=1}^{n} \prod_{k=1}^{K} h_{k}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)^{\delta_{\ell, k}} S_{k}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right),
$$

where $\delta_{\ell, k}$ is equal to 1 if the individual enters into state $k$ at the end of spell $\ell$ and to 0 otherwise:

$$
\delta_{\ell, k}=\left\{\begin{array}{l}
1, \text { if } x_{\tau_{\ell}}=k, \\
0, \text { otherwise }
\end{array}\right.
$$

$\ell=1, \ldots, n$.

### 3.3 Unobserved heterogeneity

So far the discussion surrounding the unobserved heterogeneity components has voluntarily been kept general. The use of maximum likelihood procedures requires that we specify distribution functions for these components. Most applications rely on the work of Heckman \& Singer (1984) and approximate arbitrary continuous distributions using a finite number of mass points (see Gritz (1993), Ham \& Rea (1987), Doiron \& Gorgens (2008)). More recent papers use richer specifications that allow the heterogeneity terms to be correlated across states (see Bonnal et al. (1997), Ham \& LaLonde (1996)). These specifications are sometimes referred to as single or two-factor loading distributions and are also based on a finite set of mass points. In our work, we wish to investigate the robustness of the parameter estimates to various distributional assumptions. We will use two and three-factor loading distributions as in the aforementioned papers. Additionally, we will investigate the consequences on the slope parameters of using various continuous distributions instead of the usual finite sets of mass points.

To fix ideas, let $w=\left(w_{1}, \ldots, w_{K}\right)$ be a vector of unobserved heterogeneity variables, with $w_{k}$ a destination-specific component $(k=1, \ldots, K)$. Ideally, the joint distribution of the unobserved heterogeneity terms should not be independent.
Consider first a two-factor loading model (see Van den Berg (1997)) such that

$$
\begin{equation*}
w_{k}=\exp \left(a_{k} v_{1}+b_{k} v_{2}\right) \tag{3}
\end{equation*}
$$

where $v_{1} \in\left\{-2, c_{2}\right\}, v_{2} \in\left\{c_{1}, c_{2}\right\}, b_{k} \in \mathbb{R}, a_{k}=\mathbb{I}[k \geq 2]$ and $b_{1}=1$. The random variables $v_{1}$ and $v_{2}$ are assumed to be independent. The constraints imposed on the support of $v_{1}$ and $v_{2}$ are sufficient for identification and to allow the correlation between $\log \left(w_{k}\right)$ and $\log \left(w_{k^{\prime}}\right)$ to span the interval $[-1 ; 1]$.
Moreover, assume that

$$
\operatorname{Prob}\left[\left(V_{1}, V_{2}\right)=\left(v_{1}^{0}, v_{2}^{0}\right)\right]=\left\{\begin{array}{cl}
p^{2}, & \text { if } v_{1}^{0}=-2 \text { and } v_{2}^{0}=c_{1},  \tag{4}\\
p *(1-p), & \text { if } v_{1}^{0}=-2 \text { and } v_{2}^{0}=c_{2}, \\
(1-p) * p, & \text { if } v_{1}^{0}=c_{2} \text { and } v_{2}^{0}=c_{1}, \\
(1-p)^{2}, & \text { if } v_{1}^{0}=c_{2} \text { and } v_{2}^{0}=c_{2},
\end{array}\right.
$$

where $c_{1}, c_{2} \in \mathbb{R}$ and the probability $p$ is defined as

$$
p=\frac{\exp (d)}{1+\exp (d)},
$$

where $d \in \mathbb{R}$ is a parameter.
The correlation between $\log \left(w_{k}\right)$ and $\log \left(w_{k^{\prime}}\right)$, denoted $\rho_{k, k^{\prime}}$, is

$$
\begin{equation*}
\rho_{k, k^{\prime}}=\frac{a_{k} a_{k^{\prime}} \sigma_{v_{1}}^{2}+b_{k} b_{k^{\prime}} \sigma_{v_{2}}^{2}}{\sqrt{a_{k}^{2} \sigma_{v_{1}}^{2}+b_{k}^{2} \sigma_{v_{2}}^{2}} \sqrt{a_{k^{\prime}}^{2} \sigma_{v_{1}}^{2}+b_{k^{\prime}}^{2} \sigma_{v_{2}}^{2}}}, \tag{5}
\end{equation*}
$$

where $k, k^{\prime}=1, \ldots, K$ and $\sigma_{v_{j}}^{2}$ is the variance of $v_{j}, \mathrm{j}=1,2$. A positive correlation coefficient between $w_{j}$ and $w_{k}$ implies that those who are likely to have high transition rates between any given state and state $j$ will also have high transition rates into state $k$.
A two-factor loading model with two independent heterogeneity terms with common continuous distribution can also be derived from this specification. As before, let $w_{k}$ denote the heterogeneity term for destination $k$ :

$$
w_{k}=\exp \left(a_{k} v_{1}+b_{k} v_{2}\right)
$$

where $a_{k}$ and $b_{k}$ are parameters $\left(a_{k}=\mathbb{1}[k \geq 2]\right.$ and $\left.b_{1}=1\right)$.
Here $v_{1}$ and $v_{2}$ are assumed to be independently and identically distributed. Let $q(v ; \gamma)$ be the p.d.f. of $v_{1}$ and $v_{2}$. The correlations between $\log \left(w_{k}\right)$ and $\log \left(w_{k^{\prime}}\right)$ are given by the same expression as in (5). In principle, $q(v ; \gamma)$ represents any well-behaved distribution function.
The above specification can be further generalized to a three-factor loading model with common continuous distribution. In this case the unobserved components depend on the destination state as well as the current state. Let $w_{j, k}$ be specific to the transition between origin $j$ and destination $k$.

$$
\begin{equation*}
w_{j, k}=w_{j}^{\prime} w_{k}=\exp \left(a_{j}^{\prime} v_{3}+b_{j}^{\prime} v_{2}\right) \times \exp \left(a_{k} v_{1}+b_{k} v_{2}\right) \tag{6}
\end{equation*}
$$

where $a_{j}^{\prime}, b_{j}^{\prime}, a_{k}$ and $b_{k}$ are parameters $\left(a_{j}^{\prime}=a_{k}=\mathbb{I}[k \geq 2], b_{1}=1\right)$.

In this three-factor loading model, the correlation between destination states $k$ and $k^{\prime}$ is

$$
\begin{equation*}
\rho_{k, k^{\prime}}=\frac{a_{k} a_{k^{\prime}}+b_{k} b_{k^{\prime}}}{\sqrt{a_{k}^{2}+b_{k}^{2}} \sqrt{a_{k^{\prime}}^{2}+b_{k^{\prime}}^{2}}} \tag{7}
\end{equation*}
$$

This correlation has the same interpretation as in the two-factor loading model.
On the other hand, the correlation between the two origin states $j$ and $j^{\prime}$ is given by

$$
\begin{equation*}
\rho_{j, j^{\prime}}=\frac{a^{\prime}{ }_{j} a^{\prime}{ }_{j^{\prime}}+b^{\prime}{ }_{j} b_{j^{\prime}}^{\prime}}{\sqrt{a^{a_{j}^{2}}+b_{j}^{\prime 2}} \sqrt{a^{\prime 2} j^{\prime}+b^{\prime 2} j^{\prime}}} . \tag{8}
\end{equation*}
$$

A positive correlation indicates that those who have short spells in state $j$ are likely to have short spell duration in state $j^{\prime}$ as well.
Finally, the correlation between origin state $j$ and destination state $k$ is given by

$$
\begin{equation*}
\rho_{k, j}=\frac{b_{j}^{\prime} b_{k}}{\sqrt{a_{j}^{\prime 2}+b_{j}^{\prime 2}} \sqrt{a_{k}^{2}+b_{k}^{2}}}, \tag{9}
\end{equation*}
$$

where $j, j^{\prime}, k, k^{\prime}=1, \ldots, K$. This correlation is somewhat trickier to interpret. A positive coefficient indicates that those who are likely to have short spell duration in state $j$ are also more likely to enter state $k$. Conversely, those who are more likely to have short spell duration in state $j$ are less likely to enter state $k$.

### 3.4 Specification of conditional hazard functions

Assume an individual is observed in state $j$ during spell $\ell$ (i.e. $x_{\tau_{\ell-1}}=j$ ). Let $\psi(j, k)$ denote the heterogeneity term for destination $k$, given the individual is in state $j$. There are two possibilities:

$$
\psi(j, k)=\left\{\begin{array}{cc}
w_{k}, & \text { in the two-factor loading model, } \\
w_{j, k}, & \text { in the three-factor loading model. }
\end{array}\right.
$$

The conditional hazard function for transition $(j, k)$ is given by

$$
\begin{equation*}
h_{j, k}\left(u \mid y_{1}, \ldots, y_{\ell-1} ; z ; v ; \theta\right)=h_{j, k}^{0}(u ; \theta) \varphi\left(y_{1}, \ldots, y_{\ell-1} ; z ; \theta\right) \psi(j, k), \tag{10}
\end{equation*}
$$

where $\varphi$ is a positive function of the exogenous variables and the sequence $r, h_{j, k}^{0}(u ; \theta)$ is the baseline hazard function for transition $(j, k)$, and $\psi(j, k)>0$.
We have considered three alternative conditional specifications for the baseline hazard functions. For each transition, we have chosen among the following competing specifications on the basis of non-parametric kernel estimations (see Fortin et al. (1999a)):

1. Log-logistic Distribution

The baseline hazard function is

$$
h_{j, k}^{0}(u ; \theta)=\frac{\beta_{j, k} \alpha_{j, k} u^{\alpha_{j, k}-1}}{\left(1+\beta_{j, k} u^{\alpha_{j, k}}\right)},
$$

$$
\alpha_{j, k}, \beta_{j, k} \in \mathbb{R}^{+} .
$$

If $\alpha_{j, k}>1$ then the hazard function is increasing then decreasing with respect of $u$. If $\alpha_{j, k} \leq 1$ then the hazard function is decreasing.
2. Piecewise-Constant Hazard Model

The expression of the baseline hazard function is

$$
h_{j, k}^{0}(u ; \theta)=\alpha_{j, k} \mathbb{\sharp}\left[u<u_{1}^{0}\right]+\beta_{j, k} \mathbb{I}\left[u_{1}^{0} \leq u<u_{2}^{0}\right]+\gamma_{j, k} \mathbb{\sharp}\left[u_{2}^{0} \leq u\right],
$$

where $\alpha_{j, k}, \beta_{j, k}, \gamma_{j, k} \in \mathbb{R}^{+} . u_{1}^{0}$ and $u_{2}^{0}$ are fixed.
The baseline hazard function can be increasing then decreasing, decreasing then increasing, strictly increasing or strictly decreasing.
3. Weibull Distribution

The baseline hazard function is

$$
h_{j, k}^{0}(u ; \theta)=\alpha_{j, k} \beta_{j, k} u^{\alpha_{j, k}-1},
$$

$\alpha_{j, k}, \beta_{j, k} \in \mathbb{R}^{+}$.
If $\alpha_{j, k}>1$ then the hazard function is increasing with respect of $u$. If $\alpha_{j, k}<1$ then the hazard function is decreasing with respect of $u$ and if $\alpha_{j, k}=1$ this conditional hazard function is constant.

### 3.5 Estimation

We consider three alternative specifications for the unobserved heterogeneity distribution.

## 1. Two-Factor Loading and Discrete Distribution

The log likelihood is

$$
\begin{equation*}
\log (L(\theta))=\sum_{i=1}^{N} \log \left(l_{i}(\theta)\right) \tag{11}
\end{equation*}
$$

where $l_{i}(\theta)$ is obtained by substituting the sequence $r_{i}=\left(y_{1, i}, \ldots, y_{n_{i}, i}\right)$ and the observed vector of covariates $z_{i}$ in (1). $N$ is the size of the sample.
In equation (1) $\pi_{j}$ is set equal to ${ }^{13}$

$$
\pi_{j}=\left\{\begin{array}{cc}
p^{2}, & \text { if } j=1 \\
p *(1-p), & \text { if } j=2,3 \\
(1-p)^{2}, & \text { if } j=4
\end{array}\right.
$$

where $p \in[0 ; 1]$ is a parameter. The $\log$-likelihood is then maximized with respect of $\theta$ $(\theta \in \Theta)$.
2. Two-Factor Loading and Continuous Distribution

The model includes two unobserved heterogeneity terms $v_{1}$ and $v_{2}\left(v_{j}>0, j=1,2\right)$. We assume these terms to be independently and identically distributed. Let $q(v ; \gamma)$ be the p.d.f. of $v_{j}, j=1,2$.

The contribution of a given realization to the likelihood function is given by equation (2), where $v=\left(v_{1}, v_{2}\right)^{\prime}, V=\mathbb{R}^{+} \times \mathbb{R}^{+}$and $g(v ; \gamma)=q\left(v_{1} ; \gamma\right) q\left(v_{2} ; \gamma\right)$. The log-likelihood is

[^12]given by equation (11), where $l_{i}(\theta)$ is the contribution to the likelihood of the sequence $r_{i} .{ }^{14}$ Since the integral in $l(\theta)$ cannot generally be analytically computed it must be numerically simulated.
Let $\hat{l}(\theta)$ denote the estimator of the individual contribution to the likelihood function. We assume that
$$
\hat{l}(\theta)=\frac{1}{H} \sum_{h=1}^{H} \prod_{\ell=1}^{n} f\left(y_{\ell} \mid y_{1}, \ldots, y_{\ell-1} ; z ; v_{1, h}, v_{2, h} ; \theta\right)
$$
where $v_{1, h}$ and $v_{2, h}$ are drawn independently according to the p.d.f. $q(v ; \gamma)$. The drawings $v_{j, h}(j=1,2, h=1, \ldots, H)$ are assumed to be specific to the individual. The parameter estimates are obtained by maximizing the simulated log-likelihood:
$$
\log (L(\theta))=\sum_{i=1}^{N} \log \left(\hat{l}_{i}(\theta)\right)
$$
where $\hat{l}_{i}(\theta)$ is the simulated contribution of the sequence $r_{i}$ to the likelihood function.
The maximization of this simulated likelihood yields consistent and efficient parameters estimates if $\frac{\sqrt{N}}{H} \rightarrow 0$ when $H \rightarrow+\infty$ and $N \rightarrow+\infty$ (see Gourriéroux \& Monfort (1991)). Under these conditions, this estimator has the same asymptotic distribution as the standard ML estimator. Following Laroque \& Salanié (1993), Kamionka (1998) and Edon \& Kamionka (2007) we have used 20 draws from the random distributions when estimating the models. Using as few as 10 draws yielded essentially the same parameter estimates.

## 3. Three-Factor Loading and Continuous Distribution

In the three-factor loading model the conditional contribution must be integrated with respect to the distribution of three independent unobserved heterogeneity terms. Let $\hat{l}(\theta)$ denote the estimator of the individual contribution to the likelihood function. Assume further that

$$
\hat{l}(\theta)=\frac{1}{H} \sum_{h=1}^{H} \prod_{\ell=1}^{n} f\left(y_{\ell} \mid y_{1}, \ldots, y_{\ell-1} ; z ; v_{1, h}, v_{2, h}, v_{3, h} ; \theta\right)
$$

where $v_{1, h}, v_{2, h}$ and $v_{3, h}$ are drawn independently according to the p.d.f. $q(v ; \gamma)$. Once again, the parameter estimates obtained from maximizing this function are asymptotically efficient.

## 4. Estimation results

This section presents the results of fitting the models outlined in the previous section to the data at our disposal. The estimation of such complex models is computationally demanding. Also, a number of issues must be addressed before dwelling into the results.

### 4.1 Functional forms assumptions

As mentioned in the previous section, it is necessary to specify a baseline distribution function for each transition considered in the model. When selecting a particular functional form, a

[^13]number of desirable properties should be sought. First, the functional form should allow a number of different shapes of the hazard function so that various combinations of positive and negative duration dependence are possible. Second, it should roughly follow the pattern of transitions times found in the data. Finally, the functional forms should involve as few parameters as possible.

| Dest. <br> Origin | Welfare | Welfare Training | JRP | U.I. | U.I. Training | Emp. | OLF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Welfare |  | Exp (1) | Exp (1) | $\operatorname{Exp}(1)$ |  | Exp (3) | Exp (1) |
| Wel Tr | Log-logis. |  |  |  |  | Log-logis. | Log-logis. |
| JRP |  |  |  |  |  | Exp (1) |  |
| U.I. | Exp (2) |  | Exp (2) | $\operatorname{Exp}(1)$ | Exp (3) | Exp (2) |  |
| U.I. Tr |  |  |  |  |  | Exp (1) |  |
| Emp | Log-logis. | Weibull | Log-logis. |  | Log-logis. | Log-logis. |  |
| OLF | $\operatorname{Exp}(2)$ | Exp (2) | Exp (2) |  | Exp (2) |  |  |

Table 3. Baseline Hazard Functional Forms $\dagger$
† "Exp" refers to exponential piecewise constant hazard model. The number of parameters are indicated between parentheses.

The data at our disposal was analyzed in Fortin et al. (1999a) and Fortin et al. (2004) using non-parametric kernel hazard estimators. The baseline hazard functions were chosen on the basis of their analysis. Table 3 reports the functional form used in each of the 24 transitions considered in the model. Both the log-logistic and the piecewise constant functions allow non-monotonic hazards. For many transitions, the empirical hazard functions initially increase for a short period of time and then display an extended period of negative duration dependence. The log-logistic function is best suited in these cases. When the empirical hazard function looks relatively flat, it is preferable to use an exponential model with a single parameter. Other non-monotone shapes are best approximated with the piecewise constant hazard function. Monotone increasing or decreasing empirical hazard rates can be satisfactorily approximated with a weibull distribution function.

### 4.2 Exogenous covariates

Most studies on labour market transitions include a number of exogenous individual-specific and macroeconomic variables. It is thus customary to include variables such as age, sex, education and minority status to capture behavioural differences across these groups. In this chapter we have tried to limit the number of exogenous control variables as much as possible. Given the unusually large number of transitions considered in the analysis, including even as little as 10 exogenous variables would have over-parameterized the likelihood function and rendered its estimation practically infeasible.
An alternative empirical strategy is to circumscribe the sample to relatively homogeneous individuals in terms of observable characteristics. We have elected to concentrate our attention on young and poorly educated men for two reasons: (1) They have fared relatively poorly on the labour market over the past two decades (see Beaudry \& Green (2000)); (2) As a consequence of their deteriorating labour market outcomes, many have claimed welfare benefits and have been especially targeted for training programs. Having a relatively homogeneous sample in terms of age and education does not remove the need to control for such variables explicitly. Our sampling scheme insures that there is little variance in age at the start of the sample period (see Table 1). As the initial individuals become older, new
entrants 18-19 years of age join the sample, thus increasing considerably the variance in age. On the other hand, the sample was chosen so that educational attainment never exceeded 10 years of schooling. Consequently, the variance in education remains relatively constant over the sample period.
We thus explicitly control for age in the regressions. Note that Gritz (1993) has found both education and age to have little impact on any of the transitions considered in his model. The following exogenous variables are included in the model in addition to age: minimum wage, unemployment rate, welfare benefits, and dummy indicators for previous training under either welfare or UI. The minimum wage and the welfare benefits are computed monthly and deflated by the monthly Consumer Price Index (CPI). The monthly unemployment rate is computed for men aged 25-64 for the Province of Québec. All the variables are computed at the beginning of each spell and are assumed constant throughout the duration of individual spells.

### 4.3 Parameter estimates

Table 4 presents the parameter estimates of a three-factor loading model that incorporates a weibull distribution for the heterogeneity variables. ${ }^{15}$ The slope parameters of the non-parametric and the (weibull) two-factor loading models are nearly identical to those presented in Table 4 and are not reported for the sake of brevity.
Table 4 is divided into several panels. Each panel contains the parameter estimates for the exit rates of a given state. The parameter estimates of the baseline hazard are presented first followed by those of the control variables. The variable "Wel $\operatorname{Tr}_{1}$ " is a dummy indicator that equals 1 if the individual has experienced a welfare training spell or has participated in JRP at any time prior to the ongoing spell, and 0 otherwise. The variable " $\mathrm{Wel} \mathrm{Tr}_{2}$ " is a dummy indicator that equals 1 if the state just prior to the current spell was either welfare training or JRP, and 0 otherwise. The variables "UI $\operatorname{Tr}_{1}$ " and "UI $\operatorname{Tr}_{2}$ " are similarly defined but pertain to UI training programs. The inclusion of "Wel $\operatorname{Tr}_{1}$ " or "UI $\operatorname{Tr}_{1}$ " alone implicitly assumes that the impact of training programs does not wear off with time nor that it accumulate with repeat uses. Including both "Wel $\operatorname{Tr}_{1}$ " and "Wel $\mathrm{Tr}_{2}$ " or " $\mathrm{UI} \operatorname{Tr}_{1}$ " and " $\mathrm{UI} \mathrm{Tr}_{2}$ " allows to determine whether recent training has more impact than previous training on current spell duration. Both past and recent training variables are included whenever feasible.

### 4.3.1 Exits from welfare

The first panel of Table 4 focuses on exits from welfare. Exits to as many as five different states are considered in the model. Parameters related to age indicate that as individuals get older they are more likely to enter employment or OLF upon leaving welfare. In the latter case, this may be an indication that they are more inclined to return to school. Increases in the minimum wage rate increases the transitions towards welfare training, JRP and unemployment, but has no impact on transitions into employment. This result is compatible with the results found

[^14]|  | No Het | Non-Para Log-Normal | Weibull | Weibull | Weibull |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| 2 Factors | 2 Factors | 2 Factors |  |  |  |  |

Table 4. Parameter Estimates - Exits from Welfare
${ }^{1}$ Exponential hazard.
${ }^{2}$ Exponential hazard - splines.
${ }^{3}$ Dummy indicator for any previous welfare training.
${ }_{5}^{4}$ Dummy indicator for any previous JRP.
${ }^{5}$ Dummy indicator for any previous U.I. training.

| No Het Non-Para Log-Normal |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Weibull | Weibull | Weibull |
| Wactors | 2 Factors | 3 Factors |  |  |  |  |

Table 4. Continued: Parameter Estimates - Exits from Unemployment
${ }^{1}$ Exponential hazard.
${ }_{3}^{2}$ Exponential hazard - splines.
${ }^{3}$ Dummy indicator for any previous welfare training.
${ }_{5}^{4}$ Dummy indicator for any previous JRP.
${ }^{5}$ Dummy indicator for any previous U.I. training.

|  | No Het | Non-Para | Log-Normal | Weibull 2 Factors | Weibull 2 Factors | Weibull 3 Factors |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Work to Welfare |  |  |  |  |  |  |
| Baseline ${ }^{1}$ | $-7.102^{+}$ | $-7.122^{+}$ | $-7.093{ }^{+}$ | -7.094 ${ }^{+}$ | $-7.066^{+}$ | $-7.057^{+}$ |
|  | $1.825^{\dagger}$ | $1.829^{+}$ | $1.823^{+}$ | $1.823^{+}$ | $1.815^{+}$ | $1.812^{\dagger}$ |
| Replacement | $-10.487^{+}$ | $-7.783^{+}$ | $-10.196^{+}$ | $-10.328^{+}$ | $-10.415^{+}$ | $-10.336^{+}$ |
| Minimum Wage | 0.165 | 1.045 | 0.230 | 0.207 | 0.172 | 0.175 |
| Unemp Rate | $1.022^{+}$ | $0.939^{+}$ | $1.002^{+}$ | $1.008^{\dagger}$ | $1.083^{+}$ | $1.087^{+}$ |
| Welfare Ben. | $1.078{ }^{+}$ | $0.977^{+}$ | $1.050^{+}$ | $1.050^{+}$ | $1.026^{+}$ | $1.038^{+}$ |
| Wel. Tr. ${ }^{2}$ |  |  |  |  | $0.698^{+}$ | $0.692^{+}$ |
| JRP ${ }^{3}$ |  |  |  |  | $-1.167^{+}$ | $-1.166^{+}$ |
| U.I. Tr. ${ }^{4}$ |  |  |  |  | -0.313 | -0.306 |
| Work to Welfare Training |  |  |  |  |  |  |
| Baseline ${ }^{1}$ | $-29.322^{+}$ | 7.320 | 5.564 | 5.571 | 2.880 | 3.647 |
|  | $3.352^{+}$ | -0.012 | -0.019 | -0.020 | -0.004 | -0.006 |
| Replacement | $-35.936^{+}$ | $-43.508^{+}$ | $-43.520^{+}$ | $-43.638^{+}$ | $-34.009^{+}$ | $-35.355^{+}$ |
| Minimum Wage | $25.433{ }^{+}$ | $26.226^{+}$ | $26.392{ }^{+}$ | $26.342^{+}$ | $18.898^{+}$ | $18.242^{+}$ |
| Unemp Rate | -0.107 | -0.610 | -0.623 | -0.614 | -0.282 | -0.161 |
| Welfare Ben. | $-1.249^{+}$ | -1.389 $\ddagger$ | $-1.380^{\ddagger}$ | $-1.374^{\ddagger}$ | -0.818 | -0.629 |
| Wel. Tr. ${ }^{2}$ |  |  |  |  | $1.281^{+}$ | $1.267^{+}$ |
| JRP ${ }^{3}$ |  |  |  |  | $0.510^{+}$ | $0.50{ }^{+}$ |
| U.I. Tr. ${ }^{4}$ |  |  |  |  | $-1.067 \ddagger$ | -0.996 |
| Work to Unemployment |  |  |  |  |  |  |
| Baseline ${ }^{1}$ | $-6.340^{+}$ | $-6.453^{+}$ | $-6.492^{+}$ | $-6.468^{+}$ | $-6.474^{+}$ | $-6.445^{+}$ |
|  | $0.687^{\dagger}$ | $0.678^{\dagger}$ | $0.671^{\dagger}$ | $0.671^{\dagger}$ | $0.673^{+}$ | $0.672^{\dagger}$ |
| Replacement | $-2.411^{+}$ | $7.297^{+}$ | -0.444 | $-1.208^{+}$ | $-1.309^{+}$ | $-1.171^{+}$ |
| Minimum Wage | $3.196{ }^{+}$ | $5.624^{\dagger}$ | $3.772^{+}$ | $3.612^{\dagger}$ | $3.734^{+}$ | $3.757^{+}$ |
| Unemp Rate | -0.805 ${ }^{+}$ | $-0.959^{+}$ | $-0.934^{+}$ | $-0.896^{+}$ | $-0.898^{+}$ | $-0.910^{+}$ |
| Welfare Ben. | -0.086 | -0.436 ${ }^{+}$ | -0.228 | -0.251 | -0.265 ${ }^{\ddagger}$ | -0.261 ${ }^{\ddagger}$ |
| Wel. $\operatorname{Tr} 1^{2}$ |  |  |  |  | 0.101 | 0.111 |
| Wel. Tr $2^{5}$ |  |  |  |  | -0.216 | -0.214 |
| U.I. $\operatorname{Tr} 1^{3}$ |  |  |  |  | -0.130 | -0.125 |
| U.I. $\operatorname{Tr} 2^{6}$ |  |  |  |  | $1.524^{+}$ | $1.484^{\dagger}$ |
| Work to Work |  |  |  |  |  |  |
| Baseline ${ }^{1}$ | $-4.758^{+}$ | $-4.722^{+}$ | $-4.683^{+}$ | $-4.687^{+}$ | $-4.698^{+}$ | $-4.713^{+}$ |
|  | $1.187^{+}$ | $1.155^{\dagger}$ | $1.136{ }^{+}$ | $1.143^{+}$ | $1.147^{+}$ | $1.162^{+}$ |
| Replacement | -0.583 | $9.910^{\dagger}$ | $1.320^{+}$ | 0.557 | 0.094 | 0.123 |
| Minimum Wage | $-3.339^{+}$ | $-1.263{ }^{\ddagger}$ | $-2.959^{+}$ | $-3.021^{+}$ | $-2.452^{+}$ | $-2.467^{+}$ |
| Unemp Rate | $-0.953{ }^{+}$ | $-1.019^{+}$ | $-1.046^{+}$ | $-1.036^{+}$ | $-1.030^{+}$ | $-1.036^{+}$ |
| Welfare Ben. | 0.013 | -0.285 $\ddagger$ | -0.122 | -0.142 | -0.180 | -0.159 |
| Wel. Tr1 ${ }^{2}$ |  |  |  |  | -0.248 | -0.240 |
| Wel. Tr $2^{5}$ |  |  |  |  | -0.122 | -0.123 |
| U.I. $\operatorname{Tr} 1^{3}$ |  |  |  |  | 0.014 | 0.027 |
| U.I. $\operatorname{Tr} 2^{6}$ |  |  |  |  | -0.667 | -0.716 |
| Work to OLF |  |  |  |  |  |  |
| Baseline ${ }^{1}$ | -6.350 $\ddagger$ | $-6.283^{+}$ | $-6.332^{+}$ | $-6.336^{+}$ | $-6.356^{+}$ | $-6.310^{+}$ |
|  | $1.650^{+}$ | $1.626^{+}$ | $1.641^{+}$ | $1.642^{+}$ | $1.645^{+}$ | $1.628^{+}$ |
| Replacement | -0.060 | -0.267 | $-0.480^{\ddagger}$ | -0.319 | $-1.205^{+}$ | $-1.246^{+}$ |
| Minimum Wage | $-3.623^{+}$ | -3.903 ${ }^{+}$ | $-3.774^{+}$ | $-3.811^{+}$ | $-2.606^{+}$ | -2.717 ${ }^{+}$ |
| Unemp Rate | $-0.974^{+}$ | $-0.916^{+}$ | $-0.911^{+}$ | $-0.908^{+}$ | $-0.915^{+}$ | -0.877 ${ }^{+}$ |
| Welfare Ben. | $0.268^{\dagger}$ | $0.321^{+}$ | $0.317^{\dagger}$ | $0.333^{\dagger}$ | $0.260^{+}$ | $0.295^{\dagger}$ |
| Wel. $\operatorname{Tr} 1^{2}$ |  |  |  |  | $-0.282^{+}$ | $-0.286^{+}$ |
| Wel. $\operatorname{Tr} 2^{5}$ |  |  |  |  | -0.572 ${ }^{+}$ | $-0.586^{+}$ |
| U.I. $\operatorname{Tr} 1^{3}$ |  |  |  |  | -0.488 ${ }^{+}$ | $-0.453^{+}$ |
| U.I. $\operatorname{Tr} 2^{6}$ |  |  |  |  | -1.233 | -1.237 |

Table 4. (Continued)Parameter Estimates - Exits from Employment
${ }^{1}$ Log-logistic.
${ }^{2}$ Dummy indicator for any previous welfare training.
${ }^{3}$ Dummy indicator for any previous JRP.
${ }^{4}$ Dummy indicator for any previous U.I. training.
${ }^{5}$ Dummy indicator for prior state: welfare training.
${ }^{6}$ Dummy indicator for prior state: U.I. training.

|  | No Het | Non-Para Log-Normal |  | Weibull 2 Factors | Weibull 2 Factors | Weibull 3 Factors |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| OLF to Welfare |  |  |  |  |  |  |
| Baseline ${ }^{2}$ | $9.050^{+}$ | $-21.852^{+}$ | $-23.272^{+}$ | $-23.247^{\dagger}$ | $-21.271^{+}$ | $-21.201^{+}$ |
|  | $8.014^{+}$ | -22.698 ${ }^{+}$ | $-24.168^{\dagger}$ | -24.150 ${ }^{+}$ | -22.170 ${ }^{+}$ | $-22.082^{+}$ |
| Replacement | $-6.865^{+}$ | $24.985^{+}$ | $24.469^{+}$ | $24.301{ }^{+}$ | $21.054^{+}$ | $21.196^{+}$ |
| Minimum Wage | $-22.989^{+}$ | $10.913^{+}$ | $10.664^{+}$ | $10.630^{+}$ | $10.589^{+}$ | $10.576^{+}$ |
| Unemp Rate | $0.384^{+}$ | $-0.425^{+}$ | $-0.378^{+}$ | $-0.376^{+}$ | $-0.386^{+}$ | $-0.396^{+}$ |
| Welfare Ben. | $1.759^{+}$ | -0.002 | 0.039 | 0.049 | 0.038 | 0.032 |
| Wel. Tr. ${ }^{3}$ |  |  |  |  | $0.261^{+}$ | $0.251^{+}$ |
| JRP ${ }^{4}$ |  |  |  |  | $-1.236{ }^{+}$ | $-1.229^{+}$ |
| U.I. Tr. ${ }^{5}$ |  |  |  |  | 0.106 | 0.101 |
| OLF to Welfare Training |  |  |  |  |  |  |
| Baseline ${ }^{2}$ | $17.926^{+}$ | $-6.003^{+}$ | $-10.899^{+}$ | $-10.984^{+}$ | $-8.832^{+}$ | $-8.868^{+}$ |
|  | $16.876^{+}$ | -6.818 ${ }^{+}$ | $-11.706^{+}$ | $-11.791^{+}$ | $-9.634^{+}$ | $-9.662^{+}$ |
| Replacement | $-64.337^{+}$ | $-29.309^{+}$ | $-25.939^{+}$ | $-25.960^{+}$ | $-25.370^{+}$ | $-26.066^{+}$ |
| Minimum Wage | $23.722^{+}$ | $34.225^{+}$ | $36.886^{+}$ | $36.923^{+}$ | $30.886^{+}$ | $31.237^{+}$ |
| Unemp Rate | $1.865^{+}$ | 0.547 | 0.351 | 0.341 | 0.940 | 0.961 |
| Welfare Ben. | $1.757^{+}$ | $-1.772^{\ddagger}$ | $-1.824^{+}$ | $-1.819^{+}$ | -1.769 $\ddagger$ | -1.681 ${ }^{\ddagger}$ |
| Wel. Tr. ${ }^{3}$ |  |  |  |  | $0.710^{+}$ | $0.711^{+}$ |
| JRP ${ }^{4}$ |  |  |  |  | -0.036 | -0.087 |
| U.I. Tr. ${ }^{5}$ |  |  |  |  | 0.105 | 0.201 |
| OLF to Unemployment |  |  |  |  |  |  |
| Baseline ${ }^{2}$ | $17.926^{+}$ | $-6.003^{+}$ | $-10.899^{+}$ | $-10.984^{+}$ | -8.832 ${ }^{+}$ | $-8.868^{+}$ |
|  | $16.876^{+}$ | -6.818 ${ }^{+}$ | $-11.706^{+}$ | $-11.791^{+}$ | $-9.634^{+}$ | $-9.662^{+}$ |
| Replacement | $-18.873^{+}$ | $10.249^{+}$ | $9.571^{+}$ | $8.979{ }^{+}$ | 4.909 | 5.430 |
| Minimum Wage | $-24.418^{+}$ | $8.757^{+}$ | $8.562^{+}$ | $8.549^{+}$ | $9.187^{+}$ | $9.175^{+}$ |
| Unemp Rate | $-1.791^{+}$ | $-2.838^{+}$ | $-2.892{ }^{+}$ | $-2.919^{+}$ | $-2.926^{+}$ | $-2.984^{+}$ |
| Welfare Ben. | $1.047^{+}$ | -0.309 | -0.321 | -0.326 | -0.351 | -0.359 |
| Wel. Tr. ${ }^{3}$ |  |  |  |  | $-0.913^{+}$ | $-0.906^{+}$ |
| JRP ${ }^{4}$ |  |  |  |  | -0.046 | -0.043 |
| U.I. Tr. ${ }^{5}$ |  |  |  |  | -0.380 | -0.375 |
| OLF to Work |  |  |  |  |  |  |
| Baseline ${ }^{2}$ | $11.804^{+}$ | -2.367 | $-8.492{ }^{+}$ | $-8.596^{+}$ | $-6.903^{+}$ | $-6.977^{+}$ |
|  | $11.148^{+}$ | -2.701 ${ }^{\ddagger}$ | $-8.830^{\dagger}$ | $-8.923^{+}$ | $-7.233^{+}$ | $-7.313^{+}$ |
| Replacement | $-6.325^{+}$ | $12.069^{+}$ | $12.465^{+}$ | $11.915^{+}$ | $9.093{ }^{+}$ | $9.477^{+}$ |
| Minimum Wage | $-22.641^{+}$ | $3.718^{+}$ | $3.725^{+}$ | $3.742^{+}$ | $3.719^{+}$ | $3.664^{+}$ |
| Unemp Rate | $-1.950^{+}$ | $-2.861^{+}$ | $-2.896^{+}$ | -2.934 ${ }^{+}$ | -2.938 ${ }^{+}$ | $-2.957^{+}$ |
| Welfare Ben. | 0.098 | $-0.554^{+}$ | $-0.587^{+}$ | $-0.593^{+}$ | $-0.596^{+}$ | $-0.585^{+}$ |
| Wel. Tr. ${ }^{3}$ |  |  |  |  | -0.008 | -0.007 |
| JRP ${ }^{4}$ |  |  |  |  | $-0.612^{+}$ | $-0.618^{+}$ |
| U.I. Tr. ${ }^{5}$ |  |  |  |  | 0.130 | 0.151 |

Table 4. (Continued)Parameter Estimates - Exits from OLF
${ }^{1}$ Exponential hazard.
${ }^{2}$ Exponential hazard - splines.
${ }^{3}$ Dummy indicator for any previous welfare training.
${ }^{4}$ Dummy indicator for any previous JRP.
${ }^{5}$ Dummy indicator for any previous U.I. training.

| No Het Non-Para Log-Normal |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | ---: | ---: |
|  |  |  |  | Weibull | Weibull | Weibull |
| 2 Factors | 2 Factors | 3 Factors |  |  |  |  |

Table 4. (Continued) Parameter Estimates - Exits from Training
${ }^{1}$ Log-logistic.
${ }^{2}$ Exponential hazard.
in a recent paper by Fortin et al. (2004). In that paper it was found using a similar sample that increases in the minimum wage rate increased exits from welfare. Since the transition state was not known, this was interpreted as evidence that firms were not constrained by the minimum wage rate. Instead, an increase in the latter was interpreted as attracting a number of welfare claimants onto the labour market. The results reported here provide a completely different story. Indeed, it appears that increases in the minimum wage rate induce welfare claimants to increase their employability status but does not translate into a larger number being employed. Quite to the contrary, the increased transition rates from welfare to unemployment suggest that a number of individuals who were working while claiming welfare benefits may have lost their job following the increase in the minimum wage rate.
Increases in the unemployment rate translate into smaller transition rates into JRP. This result is compatible with the fact that welfare claimants may be less motivated to increase their employability when job prospects diminish. Alternatively, firms may also be less inclined to hire trainees under the JRP program when the unemployment rate rise.

As expected, increases in welfare benefits decrease the exit rates from welfare. The result is statistically significant in transitions towards training, work and OLF states. A similar finding was reported by Fortin and Lacroix in the aforementioned paper.
Past occurrences of welfare training are generally not very beneficial to the men in our sample. They are associated with higher transition rates into welfare training and lower rates into employment and OLF. The impact is larger for recent occurrences, which suggests that participation in such training programs may convey a bad signal to potential employers. On the other hand, past occurrences of UI training has little impact on the exits from welfare.

### 4.3.2 Exits from unemployment

The next panel of the table focuses on the transitions from unemployment. Most parameter estimates that are statistically significant have the expected sign a priori. For instance, it is found that as individuals get older they are more likely to exit unemployment for employment and less for welfare. Similarly, increases in the minimum wage rate leads to higher transition rates into UI training but lower rates into employment. These results are consistent with those found with respect to exits from welfare.
Other results presented in the panel indicate that unemployed individuals are more likely to experience a new unemployment spell or to enter welfare and are less likely to enter employment whenever the unemployment rate increases. Presumably, a number of UI claimants can not find employment and therefore exhaust their benefits. The social security system in Canada entitles them to welfare benefits upon exhaustion of UI benefits. On the other hand, increases in welfare benefits increase the transition rates into welfare and lower those into unemployment and employment. These results suggest that the transitions towards employment are very sensitive to both policy variables, i.e. welfare benefits and minimum wages, as well as to the state of the economy as proxied by the unemployment rate.
A number of parameter estimates relating to the training dummy variables are statistically significant. Once again, previous participation in welfare training increases the likelihood of entering welfare upon leaving unemployment and decreases that of entering employment. On the other hand, recent UI training participation appears to have a conflicting impacts. Indeed, UI claimants are more likely to enter either welfare or UI upon leaving unemployment but are also more likely to enter employment. On the whole, these results are consistent with those found by Fortin et al. (1999b) using different data and econometric estimators and are also consistent to some extent with those of Gritz (1993) and Bonnal et al. (1997). In all three cases it was found that participation in government-sponsored training programs had detrimental effects on the labour market experience of young men. It has been suggested that potential employers may stigmatize participation in such training programs. Because these programs are designed to improve the labour market opportunities of disadvantaged workers, participation in the later may be taken as a signal of unsatisfactory performance in previous employment. Our results indicate that training while on welfare is detrimental to men, but training while on unemployment does not convey the same negative signal.

### 4.3.3 Exits from employment

The next panel of the table reports results relating to transitions from employment. Once again, most parameters estimates that are statistically significant have the expected sign. In particular, increases in the minimum wage rate is found to increase the likelihood of leaving employment for either welfare training, and to diminish considerably the likelihood of
entering a new job or moving into welfare. Increases in welfare benefits are found to increase the transitions into welfare and to decrease the likelihood of entering welfare training. The parameter estimates associated with the unemployment rate has the expected sign except perhaps with respect to transitions between employment and unemployment. Indeed, the parameter estimate implies that whenever the unemployment rate increases, workers are less likely to leave employment to enter unemployment. There are several potential explanations for this result. First, it may well be that when the labour market deteriorates, workers who loose their job have difficulty qualify for UI benefits. Recall from Table 1 that the unconditional mean job duration is approximately 18 weeks, which is roughly equal to the qualifying period. They are thus more likely to turn to welfare, as indicated in the first column of the panel. Second, the deterioration of the labour market may induce some to hold on to their current job longer. The fact that all the parameter estimates are negative, except for welfare, is consistent with this possibility. Finally, increases in welfare benefits increase the transitions from employment to welfare, as expected.
The training variables show interesting results. For instance, those who have participated in welfare training are more likely to enter either welfare or welfare training upon exiting employment, although recent participation makes them less likely to enter welfare anew. Likewise, participation in welfare training translates into less employment-employment transitions. Those who were in UI training just prior to their current employment spell are much more likely to return to UI upon leaving employment and much less likely to experience an employment-employment transition. The likelihood of entering the OLF state following employment decreases substantially if the individual experienced either UI or welfare training in the past.

### 4.3.4 Exits from OLF

The results presented in the following panel relate to the OLF state. Recall that this state includes individuals that are truly out of the labour force but may also include full-time students and non-entitled unemployed workers. Caution must thus be exercised in interpreting these results.
Surprisingly many parameter estimates turn out to be statistically significant. Of particular interest, transitions from OLF to employment appear to be quite sensitive to the economic environment. Transitions to employment are thus less when the minimum wage rate or the welfare benefits increase. Similarly, the transitions into welfare and welfare training are relatively sensitive to policy variables. As in previous panels, the transitions into welfare training are more likely for those who have previously experienced such training.
For the sake of brevity, the estimation results for training programs are not presented but are available upon request. The econometric model generally does a poorer job at predicting transitions from the training programs compared to those for other states of the labour market, although a number of parameter estimates are statistically significant.

### 4.3.5 Unobserved heterogeneity

Table 5 reports the value of the likelihood function for a number of different specifications as well as the parameter estimates related to the unobserved heterogeneity of each. As

| No Het | Non-Para | Log-Normal | Weibull 2 Factors | Weibull 2 Factors | Weibull 3 Factors |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Probability | $0.614^{+}$ |  |  |  |  |
| $\omega_{1}$ | $-1.866^{+}$ |  |  |  |  |
| $\omega_{2}$ | $-2.364^{+}$ |  |  |  |  |
| $b_{2}$ | -0.116 | -0.221 | -0.365 | -0.184 | $-2.980^{+}$ |
| $b_{3}$ | $3.757^{+}$ | $7.781^{+}$ | $8.304^{+}$ | $8.209^{+}$ | $8.173^{+}$ |
| $b_{4}$ | $2.337^{+}$ | $5.455^{\dagger}$ | $6.201^{+}$ | $6.037{ }^{+}$ | $8.879^{+}$ |
| $b_{5}$ | 1.323 | 0.447 | 0.244 | -1.091 | -1.691 |
| $b_{6}$ | $2.585^{+}$ | $5.493{ }^{+}$ | $6.432^{+}$ | $6.168^{+}$ | $7.722^{+}$ |
| $b_{7}$ | $-1.180^{+}$ | $-2.501^{+}$ | $-2.938^{+}$ | $-2.876^{+}$ | $-4.902^{+}$ |
| $b_{1}^{\prime}$ |  |  |  |  | $2.768^{+}$ |
| $b_{2}^{\prime}$ |  |  |  |  | $3.093{ }^{+}$ |
| $b_{3}^{\prime}$ |  |  |  |  | -7.131 ${ }^{+}$ |
| $b_{4}^{\prime}$ |  |  |  |  | 0.333 |
| $b_{5}^{\prime}$ |  |  |  |  | $-8.563{ }^{+}$ |
| $b_{6}^{\prime}$ |  |  |  |  | $-0.437$ |
| $b_{7}^{\prime}$ |  |  |  |  | $0.738^{+}$ |
| $\mu$ |  | $-1.629^{+}$ |  |  |  |
| $\sigma$ |  | $-0.566^{+}$ |  |  |  |
| $\lambda$ |  |  | $9.493{ }^{+}$ | $9.057{ }^{+}$ | $14.685^{+}$ |
| $\gamma$ |  |  | $0.163^{+}$ | $0.147^{\dagger}$ | $0.216^{+}$ |
| Log-likelihood -150668.6 | -149774.2 | -149847.8 | -149818.9 | -149474.8 | 149422.6 |

Table 5. Heterogeneity Parameters
${ }^{\dagger}$ Statistically significant at 5\%
$\ddagger$ Statistically significant at $10 \%$
mentioned earlier, the slope parameters of these specifications are sufficiently similar to omit them from the tables. ${ }^{16}$
The first specification of the table does not control for unobserved heterogeneity and is thus a special case of all the other specifications. A simple likelihood-ratio test strongly rejects the first specification in favour of any specification that includes unobserved heterogeneity. The second specification is a standard non-parametric two-factor loading model and was presented in equation (4). Most parameter estimates are statistically significant, except for $b_{2}$ and $b_{5}$ which concern transitions into welfare training programs and UI training programs, respectively. Accordingly, these estimates suggest there is little, if any, selectivity into these two training programs.
The third column of the table reports the parameter estimates of a parametric two-factor loading model. As was mentioned earlier, the weibull distribution function was preferred over all other distribution functions that were investigated. Notice that as in the non-parametric specification, only $b_{2}$ and $b_{5}$ are not statistically significant. The last two lines of the table report the parameter estimates of the weibull distribution, $\lambda$ and $\gamma .{ }^{17}$ Finally, the last column of the table presents the parameter estimates of the three-factor

[^15]

Table 6. Correlations Between Heterogeneity Variables
(Standard Errors in Parentheses)
loading model (see equation(6)), whose slope parameters were presented in Table 4. A simple log-likelihood ratio test rejects the two-factor loading model in favour of the three-factor loading model. Contrary to the two previous specifications, $b_{2}$ is now highly statistically significant. Furthermore, nearly all the $b_{j}^{\prime}$ parameters are statistically significant. This suggests that the richer specification may be better suited to uncover selection into the different states. In order to investigate this issue, Table 6 reports the correlation coefficients between the heterogeneity variables that are implicit in each specification along with their standard errors. The first two panels focus on the non-parametric and the weibull two-factor loading models. Recall that these correlation coefficients indicate the extent to which one is as likely to enter state $j$ as state $k$ upon leaving any given state. While a number of coefficients are similar across both panels, there are significant differences. To start with, the first line of each panel shows that high transition rates into welfare are associated with lower transition rates into welfare training and higher rates into unemployment. On the other hand, both panels disagree significantly with respect to the correlations between welfare training and the other states, as well as between JRP and other states. The non-parametric model implies that welfare training and UI training are positively correlated whereas the opposite holds true in the parametric model. Similarly, the top panel indicates that JRP is positively correlated to all other states on the labour market, contrary to the parametric model which shows no such relations.
The last panel of Table 6 focuses on the correlation coefficients implicit in the three-factor loading model. Each section of the panel is related to the correlation coefficients in equations


Table 6. (Continued)
Correlations Between Heterogeneity Variables
(Standard Errors in Parentheses)
(7)-(9), respectively. Hence, the first section has the same interpretation as the correlations of the previous panels. The correlation coefficients reported in this section differ considerably from the previous ones. According to the estimates, it now appears that there is considerable selectivity into welfare training as well as in JRP. Indeed, those who are more likely to participate in the former are also more likely to train under JRP and to find employment. On the other hand, higher transition rates into JRP or welfare training is now associated with lower transition rates into UI and UI training. This is in stark contrast with the previous results. Other correlation coefficients are relatively similar to the previous ones.
The second section of the panel reports the correlation coefficients with respect to the origin states. Large heterogeneity values in the origin state translate into short spell durations. Consequently, the correlations reflect the frequency with which individuals transit across the various states. The estimates show that individuals who are more likely to have long welfare spells are also likely to have short employment spells. The same holds with respect to welfare training and employment, as well as JRP and employment. Those who are more likely to have short unemployment spells are more likely to have long JRP, welfare training or UI training spells.


Table 6. (Continued) Correlations Between Heterogeneity Variables Three-Factor Loading Model (Standard Errors in Parentheses)

The last section of the panel reports the implicit correlations between the origin and the destination states. Note that the correlation matrix need not be symmetric nor does the diagonal need be equal to unity. On the other hand, the restrictions that were imposed to achieve identification of the loading parameters imply that the first row of the matrix is equal to the first row of the matrix of the middle section.
For the sake of brevity we will focus our attention on the most interesting correlations. The estimates suggest that those who are likely to have short welfare training spells are also less likely to transit through welfare or JRP and more likely to enter employment (row 2). Similarly, row 3 indicates that individuals who are likely to have short JRP spells are less likely to return to either welfare or welfare training in the future, and much more likely to enter employment. Finally, those who have short UI training spells (row 5) have higher transitions rates into welfare and welfare training, and lower transitions rates into employment.
These correlations suggest there is considerable selectivity into the training programs. Furthermore, they show that those who are selected into welfare and JRP training programs appear to be different from those who participate in UI training programs. As a matter of fact, all the correlation coefficients of the last section of the panel pertaining to UI training have the opposite sign to those of welfare and JRP training. Consider, for example, those who have unexpectedly long UI training spells and those who have unexpectedly short welfare training or JRP spells. According to the last section of the panel, all these individuals are more likely to move into employment upon exiting their respective spells than average. Yet, the middle section indicates that only those on welfare training or JRP are likely to have long employment spells. Those who were on UI training are more likely to have short employment spells.
That those who are likely to have short JRP or welfare training spells are more likely to experiment long employment spells may be somewhat surprising. In fact, when studying the impact of the Youth Training Scheme in the UK, Mealli et al. (1996) and Mealli \& Pudney (2003) conjectured that early program termination may result from more intensive search stemming from better than average motivation. Hence, early termination may be associated with a higher probability of transition into employment and longer employment spells. Conversely, if failure to complete the full term is a consequence of low ability and motivation, it may be associated with poorer employment outcomes. Although we have no information regarding program completion, our results are consistent with the first possibility, whereas those of Mealli et al. (1996) were consistent with the second possibility.

## 5. Conclusion

The analysis has focused on an examination of the impact of government-sponsored training programs aimed at disadvantaged male youths on their labour market transitions. We have elected to concentrate our attention on this group since they have fared relatively poorly on the labour market over the past decade in Canada by all accounts. The richness of the data at our disposal has allowed us to recreate very detailed individual histories over a relatively long period. As many as seven distinct states on the labour market could be identified in the data.
This study has applied a continuous time duration model to estimate the density of duration times in these seven states, controlling for the endogeneity of an individual's training status. Most previous studies have used survey or administrative data that were less amenable to the kind of analysis performed in this chapter. Depending on the nature of the data,
complex adjustments to the model were often required to account for potential problems related to stock sampling and initial conditions. Fortunately, we were able to avoid these difficulties by recreating each individual's history as early as age 16, the legal school-leaving age in Canada. Consequently, the initial state can be safely considered exogenous, and the subsequent duration times void of any form of bias.
There is no consensus in the literature concerning the appropriate treatment of unobserved heterogeneity in multi-states multi-episodes duration models. When few states are considered, two-factor loading models with a finite set of points of support have become relatively standard. When the analysis focuses on more states, factor loading models require a large number of parameters to be flexible or become relatively restrictive if a parsimonious specification is used. In this chapter we have chosen to investigate the sensitivity of the parameter estimates by comparing a typical non-parametric specification and a series of parametric two-factor loading models. These models implicitly assume that the intensity of transitions are related to the state of destination. We have also estimated a parametric three-factor loading model. The novelty of this specification lies in the fact that the intensities of transitions are related to both to the state of destination and the state of origin.
The estimation of the model yields a number of interesting results. As found in previous studies, unobserved heterogeneity appears to play an important role in determining who selects or gets selected in training programs. On the other hand, the slope and baseline hazard parameter estimates are not very sensitive to the choice of a particular distribution function for the unobserved heterogeneity variables. The two-factor loading models, either parametric or non-parametric, yield essentially the same results as the three-factor loading model. These show that the duration times in any of the seven states considered are sensitive to variations in program parameters such as welfare benefits, policy variables such as the minimum wage rate, and in the economic environment as proxied by the unemployment rate. Nearly all the parameter estimates have the expected sign when statistically significant.
The results pertaining to the impact of the welfare training programs and JRP are similar to those found earlier by Gritz (1993), Bonnal et al. (1997) and Fortin et al. (1999a). In essence, young, poorly educated males who participate in these programs do not fair as well on the labour market compared to non-participants, even after controlling for unobserved heterogeneity. On the other hand, participation in training programs while on unemployment insurance provides them some benefits in the form of increased transitions into employment.
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## 1. Introduction

Estimating the returns to education and experience has been a topic for labour economists for decades, with a significant volume of research being devoted to appraising the causal effect of schooling on earnings. One central interest when estimating these returns has been to study whether differences exist across several demographic sectors; essentially, distinguishing between males and females, whites and non-whites, or natives and immigrants, to assess the possibility of wage discrimination, and to compute the extent of the wage gap between the groups (Harmon et al., 2003).
A rapidly growing literature examines differences in the return to education, distinguishing between the self-employed and wage earners (Evans \& Leighton, 1989; Hamilton, 2000; Lazear \& Moore, 1984; Rees \& Shah, 1986). Fundamentally, these studies have set out not only to investigate earning differentials between the two employment groups per se, but also to test competing views about the relationship between earnings and education, on the basis that these groups are subject to different economic incentives. In this context, the selfemployed can be used as a control group to distinguish between human capital and sorting models of wage determination, assuming that signaling or screening functions are much less relevant for the self-employed (Riley, 1979; Wolpin, 1977). Returns to experience for the selfemployed have also been estimated against those for wage earners, in order to test different theories of the labor market, such as those of agency and risk hypotheses, against the learning and matching models, and against the compensating differentials premises, for example. Thus, so long as the self-employed have fewer incentives to shirk on the job, or to quit it, they should exhibit flatter earnings-experience profiles, since wage earners obtain higher earnings than the self-employed as they grow older (Salop and Salop, 1976).
In this chapter, we set out to estimate the returns to education and to experience for both the self-employed and wage earners, with our aim being to address some of the issues raised above. In doing so, we provide evidence of such returns for three EU countries, namely Germany, Italy and the UK, using panel data information. Examining cross-country data is helpful in identifying common features that are not considered in a single-country analysis. Moreover, these countries cover a wide range of variation across Europe. Germany represents those countries with self-employment rates well below the EU average; Italy is an example of those Southern and peripheral countries with self-employment rates over $20 \%$,
and the UK stands for those countries exhibiting the average. Table 1 shows the 20 -year evolution of the self-employment rate within the EU-15.

|  | 1987 | 1995 | 2000 | 2007 |
| :---: | :---: | :---: | :---: | :---: |
| Austria | - | 10.8 | 10.5 | 14.4 |
| Belgium | 15.3 | 15.4 | 13.6 | 12.8 |
| Denmark | 9.2 | 8.4 | 8.0 | 8.9 |
| Finland | - | 14.3 | 12.6 | 12.6 |
| France | 12.7 | 11.6 | 10.0 | 9.0 |
| Germany | 9.1 | 9.4 | 9.7 | 12.0 |
| Greece | 35.4 | 33.8 | 31.3 | 35.9 |
| Ireland | 21.8 | 20.8 | 16.5 | 16.8 |
| Italy | 24.4 | 24.5 | 23.6 | 26.4 |
| Luxembourg | 9.2 | 10.0 | 8.7 | 6.1 |
| Netherlands | 10.1 | 11.5 | 10.0 | 12.4 |
| Portugal | 27.2 | 25.8 | 20.2 | 24.2 |
| Spain | 23.5 | 21.8 | 18.0 | 17.7 |
| Sweden | - | 11.3 | 9.8 | 10.6 |
| United Kingdom | 12.5 | 13.0 | 10.9 | 13.8 |
| EU15 | 15.9 | 15.0 | 13.6 | 15.6 |

Table 1. Self-employment rates (Eurostat Labour Force Survey). Note: Percentage of selfemployed persons over total employed.

Using a homogeneous database, we investigate whether differences exist in the profitability of schooling and experience, both between the two employment statuses, and across the three sample countries. The database used in this work has been obtained from the European Community Household Panel (ECHP), from 1994 to 2000, which provides abundant information about the personal and labour characteristics of individuals, and has the advantage that this information is homogeneous across the sample countries, given that the questionnaire is the same and the collection process is coordinated by the Statistical Office of the European Community (EUROSTAT). Additionally, the application of panel data techniques offers some clear advantages over the traditional cross-sectional approaches. First, individual unobserved heterogeneity is controlled for. Second, biases arising from aggregation, selectivity, measurement error, and endogeneity can be dealt with in an appropriate form. Third, dynamic behavior, such as the movements into and out of self-employment, may be explicitly accounted for.
The two usual estimators used in panel data, that is to say fixed and random effects, are, however, inadequate in this setting if the objective is to obtain consistent and efficient measures of the profitability of education and experience. Thus, the presence of timeinvariant and possibly endogenous regressors (e.g. education), would make it impossible to estimate their associated parameters when a time or mean-differencing approach, i.e. the fixed effects, is applied. Additionally, the probable correlation between these time-invariant regressors and the unobserved effects causes the random effects estimator to be inconsistent. Altogether, this points to the advisability of using a hybrid technique that lies between both extremes. Moreover, the potential existence of measurement errors and/or endogeneity requires instrumental variables (IV) to obtain consistent estimates of the coefficients. As a consequence, the Hausman \& Taylor (1981) estimator is the most adequate, since it has been
shown to be an Efficient Generalised Instrumental Variable (EGIV). This procedure allows simultaneous control for the correlation between regressors and unobserved individual effects (as fixed effects) and to identify the estimates for the time-invariant covariates, such as education, as a random effects estimator. Furthermore, it eliminates the uncertainty associated with the choice of instruments, since exogenous included variables, and their means over time, are used as efficient instruments.
Our results show that returns to education are greater for workers in paid work, with nonlinearities in the relationship between wages and educational levels (the so-called sheepskin effect). Both findings point to the relevance of signalling in the earnings of workers. Earnings experience profiles are, however, not very different across groups, especially when experience is not very great, indicating absence of delays in remuneration for workers.
The rest of the chapter is structured as follows. In the next section, we consider the theoretical aspects of the returns to education and experience. Section 3 is devoted to the empirical model and to a discussion of the estimation procedure, the EGIV technique proposed in Hausman and Taylor (1981). Section 4 describes the data in the sample countries. Section 5 offers the estimates of the rates of return and examines the differences across countries to cast some light on labour-status differences. Finally, Section 6 provides a summary of the main results.

## 2. Theoretical aspects of returns to schooling and experience in relation to self-employment

A new-born child enjoys an initial endowment of human capital (a conglomerate of intelligence, ability, motivation, characteristics of the social and economic environment, etc.) that can be improved upon by knowledge accumulation, both during the schooling period and through on-the-job experience. According to the human capital theory (Becker, 1962, 1964), there exists a positive relationship between investment in human capital and earnings, in such a way that a greater accumulation of human capital is rewarded in the labor market with higher earnings.
The individual chooses to stay in school until the expected marginal benefit equals the expected marginal costs of one additional year of schooling, and differences in ability among individuals cause schooling choices to also differ. Empirically, a linear relationship is usually assumed between the log of the earnings and the set of regressors. This implies that ability influences only the intercept of log-earnings. Following this reasoning, we apply the widely-used wage equation (Mincer, 1974) that can be expressed as:

$$
\begin{equation*}
\ln w_{t}=\alpha f\left(A_{t}\right)+\beta \mathrm{g}\left(\text { Edu }_{t}\right)+\gamma \mathrm{h}\left(\operatorname{Exp}_{\mathrm{t}}\right)+\mathrm{n}^{\prime} \text { Char }_{\mathrm{t}}+\varepsilon_{\mathrm{t}} \tag{1}
\end{equation*}
$$

where $w$ denotes earnings, $A$ the initial human capital, or ability, $E d u$ is the education variable, Exp is the experience and Char a set of personal and labor characteristics (such as gender, age, occupation, type of contract, etc.) which can be time-constant or time-varying. Since ability is usually unobservable to the researcher, this must be included in the error term. However, this ability may be correlated with schooling, in such a way that standard least squares yield biased estimates (Griliches, 1977). This issue will be discussed further in Section 3.2.
Although specification (1) has been derived on the grounds of human capital theory, competing perspectives may generate similar conclusions. In particular, the sorting or signaling model also predicts that higher earnings are positively related to higher
educational attainments. However, in this case, greater human capital does not lead to higher productivity (and thus, higher earnings), but greater human capital is acquired in order to signal higher productivity (Spence, 1973; Stiglitz, 1975). In other words, firms do not reward productivity in a direct way because this is not observed a priori; rather, they infer productivity from education, and students choose an education level to signal their productivity to potential employers. Similarly, firms offer higher wages for the highly educated, since education acts as a screening device, so long as education is positively correlated with the unobserved productivity.
As a consequence, estimating equation (1) does not help to discriminate between human capital and the sorting models; while it may be viewed as a good approach to assessing the effect of schooling on earnings, it is not completely satisfactory in elucidating which view prevails in the process of wage determination (Weiss, 1995). However, considering the selfemployed as a control group may serve as a device to investigate the question, since signaling and screening purposes seem to be unimportant for this group of workers (Riley, 1979; Wolpin, 1977). The null hypothesis adopted by these authors is that returns to education will be higher in those occupations that exhibit signaling, on the basis that it is difficult to reconcile the idea that education for the self-employed could act as a sorting mechanism. As a consequence, returns to schooling for those in paid employment should be higher, since those individuals benefit from the dual effect of education: the productive and the informative functions. By contrast, the self-employed are only remunerated for the productive nature of education and, thus, returns are lower.
However, although the theoretical implications seem quite clear-cut, the empirical evidence is not conclusive. Focusing on the US, some authors report that self-employed earnings are less responsive to human capital variables than wage-employed earnings (Hamilton, 2000), thereby favouring the sorting hypothesis., whereas others (Evans and Jovanovic, 1989; Evans and Leighton, 1989; Kawaguchi, 2003) find that self-employed earnings equations have larger schooling coefficients than those corresponding to the wage-employed, rejecting the sorting hypothesis.
Distinguishing between self-employed and wage-earner returns may also be helpful in providing insights into the features of theoretical labour market models. Thus, studying the experience profile in earnings may serve to ascertain whether agency issues, learning and matching models, or compensating differentials theory, for example, better fit the labour market. A number of studies predict that earnings-experience profiles are flatter for the selfemployed. Under the agency or risk theories (Lazear, 1981; Lazear \& Moore, 1984), employers should pay less than the marginal productivity to workers when they are young, and more when they grow older, to avoid shirking on the job, contrary to the case of the self-employed, given that these individuals have no incentive to shirk. Similarly, asymmetric information models (Salop \& Salop, 1976) argue that, because employers are interested in minimizing the quits of more productive workers, they offer tilted-up wage profiles as a screening device, in such a way that only workers with low probabilities of quitting apply for jobs. By contrast, since the self-employed are not willing to quit, they have flatter earnings profiles than those of wage earners. In the same vein, learning models claim that, due to sector-specific abilities that are unknown for the individual, workers may not match themselves to the appropriate sector. Those who realize they have a poor match quit their jobs, and only those with relatively good matches stay. This situation causes experience profiles to increase over time (Jovanovic, 1979, 1982). Furthermore, since the self-employed habitually invest strongly at the start-up of their businesses, they are not able to move out of
their poor match, and therefore their experience profiles are flatter (Dunn \& Holt-Eakin, 2000). All of these studies suggest steeper experience profiles for wage earners, especially at the very end of the years of experience distribution, to ensure long seniority in the firm. Contrary results, however, are found in the investment model, for example, which validates the claim that the self-employed obtain steeper earnings profiles because physical and human capital investments are not shared with an employer (Hashimoto, 1981). Similarly, steeper earning profiles of the self-employed can be observed in the cases where average returns to experience are distorted by the existence of a few, but very successful, entrepreneurs (the so-called "superstars"), whereas the bulk of the self-employed remain with low returns or leave for paid employment (Rosen, 1981).
In summary, undisputed conclusions about the magnitude of the returns to education and experience for the self-employed and for salaried employees have not been achieved. The majority of prior analyses have focused on investigating only one country, without offering any kind of comparative study. Furthermore, only a limited number of articles have used data for a period of more than one year. Even when they have done so, they have estimated returns by pooling the data, an approach which does not allow for control for the unobserved characteristics of the individuals, nor for movements into or out of selfemployment. Additionally, only the recent availability of panel data and the development of new statistical packages have permitted the application of EGIV techniques in order to gain efficiency in estimations. The aim of this chapter is precisely to address some of these gaps in the literature by computing returns to education and experience for a set of EU countries, using information provided in panel data form, which are statistically efficient.

## 3. The empirical model and estimation procedure

This section focuses on the empirical specification of the earnings equation and the methodology used for its estimation. The first sub-section is devoted to determining the most appropriate empirical model for our study, while the second describes the logic supporting the use of the Hausman-Taylor procedure in the estimation.

### 3.1 Empirical specification

As discussed in Section 2, estimates of the returns to education and experience for the selfemployed and wage earners are usually obtained from Mincer-type wage regressions. Dating from the mid 20th century, a body of empirical work has investigated these returns across countries on the basis of such a specification (Psacharapoulos, 1973, 1981, 1985, 1994; Trostel et al., 2002). Cross-sectional information has normally been used, with the IV approach, progressively substituting for the traditional OLS estimation to account for endogeneity and ability biases, as well as measurement errors. This has resulted in estimates of the rates of return well above those obtained from OLS (Card, 1999, 2001).
Our estimated model is an extended version of the Mincerian-baseline equation (1), in which earnings rewarding more education can be seen as the combined effect of human capital accumulation and the effect of being identified as a graduate rather than as a dropout. It takes the following form:

$$
\begin{equation*}
\ln w_{i t}=\beta E \operatorname{Edu}_{i}+\mu_{1} \operatorname{Exp}_{i t}+\mu_{2} \operatorname{Exp}^{2} / 100+X_{i t}^{\prime} \delta+Z_{i}^{\prime} \gamma+u_{i t}, \tag{2}
\end{equation*}
$$

where $i$ and $t$ stand for the $N$ individuals and the $T$ time periods, respectively. As indicated before, $w$ denotes earnings; $E d u$ is the education variable (that is considered time-invariant);

Exp is the experience; $X$ is a set of time-varying regressors, and $Z$ is a set of time-invariant regressors. The $\beta$ coefficient expresses the rate of return to education; $\mu_{1}$ and $\mu_{2}$ represent the earnings-experience profile, and $\delta$ and $\gamma$ are the set of parameters accompanying the remaining regressors.
Rather than using the education measure normally employed in the literature, years of schooling, we consider the educational attainment of each worker, providing two clear advantages. First, it does not impose the annual marginal effect of schooling as being the same in each year of education, and second, the level of education is a more appropriate measure, since multiple education streams characterize European countries, and salary profiles used to be largely linked to the education category attained. In other words, they capture the possibility that credentials matter more than years of schooling per se in the wage determination. This hypothesis is commonly known as the "sheepskin effect" and attempts to explain the discontinuous changes in earnings associated with completion of elementary school, high school or college (Belman \& Heywood, 1991; Hungeford \& Solon, 1987; Jaeger \& Page, 1996).
Educational attainment, which is considered time-invariant in our sample, represents the last completed level of schooling, classified as primary, secondary, and high. Primary includes elementary and below elementary school, secondary includes vocational and middle school, and tertiary or high includes university studies (in either short or long cycles). Consequently, the fragment " $\beta E d u_{i}$ " in equation (2) would be represented by " $\beta_{1}$ $E d u S_{i}+\beta_{2} E d u H_{i}^{\prime \prime}$. The category of reference is $E d u P_{i}$, omitted in the estimation.

$$
\begin{equation*}
\ln w_{i t}=\beta_{1} \operatorname{EduS}_{i}+\beta_{2} \operatorname{EduH}_{\mathrm{i}}+\mu_{1} \operatorname{Exp}_{\mathrm{it}}+\mu_{2} \operatorname{Exp}^{2} / \mathrm{it} / 100+\mathrm{X}_{\mathrm{it}}^{\prime} \delta+\mathrm{Z}_{\mathrm{i}}^{\prime} \gamma+\mathrm{u}_{\mathrm{it}} \tag{3}
\end{equation*}
$$

The dependent variable is the natural log of net earnings, where these are defined as gross earnings less tax, expressed in per hour real terms. The earnings-experience profiles are analyzed by considering the number of years that an individual has been working, and its squared value divided by 100 to take care of the decreasing returns. Specifically, experience is measured as the difference between the current age and the age of initiation at work, thereby expressing potential experience. The remaining independent variables, represented in equation (3) by $X$ and $Z$, contain dummies for gender, marital status, training, occupation, sector, seniority, and a set of time fixed effects, as described in Section 4.

### 3.2 Estimating the earnings equation: the Hausman-Taylor procedure

The general model in (3) assumes that the error term $\mathrm{u}_{\mathrm{it}}$ consists of the sum of two components, i.e. $u_{i t}=a_{i}+v_{i t}$, where $a_{i}$ represents the random individual-specific effect that characterizes each worker and is constant through time, and $v_{i t}$ is a random disturbance varying over time and individuals. This latter stochastic term is assumed to be uncorrelated with all included variables. Similarly, it is also assumed that the random disturbance is a sequence of i.i.d. random variables with mean zero and variance $\sigma_{v}^{2}$; that $v_{i t}$ and $\alpha_{i}$ are mutually independent, and that $\alpha_{i}$ is i.i.d. over the panels with mean zero and variance $\sigma_{\alpha}^{2}$. Thus, the variance-covariance matrix of the system has the random effects structure that can be represented as $E\left(U U^{\prime}\right)=\sigma_{\alpha}^{2}\left(i_{T} i_{T}^{\prime} \otimes I_{N}\right)+\sigma_{v}^{2}\left(I_{T} \otimes I_{N}\right)$, where $i_{T}$ is a $T \times 1$ vector containing $1 \mathrm{~s}, I_{N}\left(I_{T}\right)$ is the identity matrix of rank $N(T)$, and $U$ is an $N T \times 1$ vector of disturbances. Thus, random-effects or Generalised Leasts Squares (GLS) produce consistent estimators.
However, the presence of measurement errors and unobserved variables, such as ability, motivation, etc., that may be correlated with schooling, bias GLS estimates. Specifically, it
has been shown that measurement errors bias downwards the GLS estimates (Angrist and Krueger, 1999) although recent evidence (Card, 2001) only attributes a $10 \%$ gap, at most, to this source of bias. By contrast, since schooling and any unobserved ability may be positively correlated, omitting measures of ability results in the schooling coefficient being biased upwards (Griliches, 1977). Consequently, some effort must be made to alleviate such an ability bias as much as possible. When a direct indication of ability, such as IQ score tests, or information from twins or siblings, is not available (see Ashenfelter \& Krueger, 1994, and Miller et al., 1995), the most appropriate exercise is to select an instrumental variables estimator, through which schooling is instrumented with variables that are correlated with it, but not with errors. A broad range of instruments have been proposed in the literature. Typical examples are those known as natural experiments (see Rosenzweig and Wolpin, 2000, for a summary) which include: i) school reforms and features of the school system (Harmon and Walker, 1995); ii) the proximity to College of the place of residence (Card, 1995); iii) other supply-side instruments capturing features of the education system (see Card, 2001 for a survey of the literature); and iv) the season of birth of the individual (Angrist and Krueger, 1991).
When using IV in cross-sections, a common finding is that estimates are $20 \%$ higher, or even more, than OLS estimates. This is a rather unexpected result, since OLS is already believed to provide upward-biased estimates arising from the ability bias. Some reasons have been proposed to explain such a result. Apart from the positive publication bias (Ashenfelter et al., 1999), IV estimates may be biased upwards further than OLS due to the existence of unobserved differences between the characteristics of the treatment and comparison groups implicit in the IV scheme (Bound et al., 1995). Specifically, when treatment effects are used, since returns to education are heterogeneous across individuals, the IV estimates tend to recover the returns to education of the population group most affected by the intervention, so that IV estimates are then a better approximation for the returns to education of the affected group, rather than for the whole population (Card, 1999, 2001). Similarly, IV estimates will tend to be biased towards the returns to schooling attainments that are most common in the sample data (see Belzil and Hansen, 2002).
Both the available data structure and the existence of problems associated with the choice of instruments have influenced the procedure applied in this study. On the one hand, the ECHP is in panel data form, but does not provide information on IQ tests, and the presence of twins is not especially accounted for. On the other hand, although the number of alternative instruments routinely considered in the literature is sufficiently wide, their application to our data is quite complex. This has led us to consider an alternative procedure for estimation, in which the availability of panel data is taken into account, namely the IVtype model proposed by Hausman and Taylor (1981). Our selection of this procedure is motivated by several considerations. As is well known, the availability of panel data allows us to control for individual unobserved heterogeneity (possibly correlated with other included variables), since this factor may be eliminated by mean or time-differencing, i.e. by applying a fixed effects-type estimator (Polachek \& Kim, 1994). Although this within estimator is probably not fully-efficient, it produces consistent estimates. However, when operating in this way, coefficients of the time-constant variables (e.g. the level of education) cannot be estimated, since they disappear when mean or time-differences are constructed. For its part, a pure random effects estimator, the GLS, produces biased and inconsistent estimates, assuming as it does that there is no correlation between any of the regressors and
the individual effects. In our case, the GLS estimator is not valid because education and experience may be correlated with individual effects.
One way to obtain consistent estimates of the returns to education and experience would be to find instruments for these variables which are potentially correlated with the individual effects. The choice of the appropriate instruments is, however, not an easy task, since the use of instruments that are weakly correlated with endogenous variables may produce downward-biased estimates, even with large samples (see Bound et al, 1995; Chamberlain \& Imbens, 2004; Staiger \& Stock, 1997), generating uncertainty in the selection of instruments. Consequently, what we require is a procedure that controls for the endogeneity of education (and possibly other variables), but which is still able to recover the coefficient of timeinvariant regressors. Hausman \& Taylor (1981) propose a model where some of the regressors may be correlated with individual effects, as opposed to the random effects model, where no regressor can be correlated with the individual effect, and to the fixed effects model, where all the regressors may be correlated with individual effects. If, in addition, this procedure does not require instruments excluded in the regression but the instruments used are precisely those included in the wage regression, the Hausman-Taylor estimator is, potentially, the best choice.
This Hausman-Taylor estimator is an instrumental variables estimator that uses both the between and within variations of the strictly exogenous variables as instruments. More specifically, the individual means of the strictly exogenous regressors are used as instruments for the time invariant regressors correlated with individual effects. This procedure is implemented in the following steps. First, equation (3) is estimated by pooled Two Stages Least Squares (2SLS), where the set of variables mentioned above act as instruments. Second, the pooled 2SLS residuals are used to obtain estimates of $\sigma_{\alpha}^{2}$ and $\sigma_{v}^{2}$, which can then be used to construct the weights for a Feasible Generalized Least Squares estimator. Third, these weights are used to transform (by quasi-time demeaning) all the dependent, explanatory, and instrumental variables. Finally, the transformed regression is again estimated by pooled 2SLS, where the individual means, over time, of the time-varying regressors, and the exogenous time-invariant regressors, are the instruments. Under the full set of assumptions mentioned in the previous sub-section, this Hausman and Taylor estimator becomes an Efficient Generalized Instrumental Variables (EGIV) and coincides with the efficient GMM estimator.
Formally, the Hausman-Taylor model can be represented in its most general form as follows:

$$
\begin{equation*}
\ln W_{i t}=\alpha_{i}+X_{i t}^{\prime} \delta+Z_{i}^{\prime} \gamma+v_{i t}, \tag{4}
\end{equation*}
$$

where $i=1, \ldots, N$ and $t=1, \ldots, T$. The $Z_{i}$ are individual time-invariant regressors, whereas the $X_{i t}$ are time-varying. $\alpha_{i}$ is assumed to be i.i.d. $\left(0, \sigma^{2}{ }_{\alpha}\right)$ and $v_{i t}$ i.i.d. $\left(0, \sigma_{v}^{2}\right)$, both independent of each other. The matrices $X$ and $Z$ can be split into two sets of variables $X=\left[X_{1}, X_{2}\right]$ and $Z=\left[Z_{1}, Z_{2}\right]$, such that $X_{1}$ is $N T x k_{1}, X_{2}$ is $N T x k_{2}, Z_{1}$ is $N T x g_{1}$, and $Z_{2}$ is $N T x$ $g_{2}$. The $X_{1}$ and $Z_{1}$ are assumed exogenous and not correlated with $\alpha_{i}$ and $v_{i t}$, while $X_{2}$ and $Z_{2}$ are endogenous due to their correlation with $\alpha_{i}$ but not with $v_{i t}$. Hausman \& Taylor (1981) suggest an instrumental variables estimator which pre-multiplies expression (4) by $\Omega^{1 / 2}$, where $\Omega$ is the variance- covariance term of the error component $\alpha_{i}+v_{i t}$, and then performing 2SLS using $\left[Q, X_{1}, Z_{1}\right]$ as instruments. $Q$ is the within transformation matrix with $X^{*}=Q X$ having a typical element $X_{i t}^{*}=X_{i t}-\bar{X}_{i}$ and $\bar{X}_{i}$ is the individual mean. This is
equivalent to running 2 SLS with $\left[X^{*}, X_{1}, Z_{1}\right]$ as the set of instruments. If the model is identified, in the sense that there are at least as many time-varying exogenous regressors $X_{1}$ as there are individual time-invariant endogenous regressors $Z_{2}$, i.e. $k_{1} \geq g_{2}$, this HausmanTaylor estimator is more efficient than fixed effects. If the model is under-identified, i.e. $k_{1}<$ $g_{2}$, then one cannot estimate $\gamma$ and the Hausman-Taylor estimator of $\delta$ is identical to fixed effects (Hausman \& Taylor, 1981; Wooldridge, 2002).
In the case under consideration, education is a potentially endogenous, time-invariant regressor, whereas the experience variables may also be endogenous, but time-varying. Since we are interested in the coefficients of these variables, all the exogenous variables (either time-invariant or time-varying), plus the individual means over time of all the timevarying regressors can be used as instruments to obtain consistent estimates of the returns to education and experience. These instruments are chosen based on Hausman specification tests (Hausman, 1978) in a sequential procedure according to (Baltagi et al., 2003). Specifically, a first Hausman test is the standard to distinguish between the random and fixed effects estimators. A second Hausman test contrasts the Hausman-Taylor against the fixed effects model. Although the fixed effects estimator is not an option in our study, since it does not allow for the estimation of the coefficients of the time invariant regressors, it is useful in order to test the strict exogeneity of the regressors used as instruments in the Hausman-Taylor estimation. Thus, when strict exogeneity for a set of regressors is rejected, others must be considered in the estimation to act as instruments. Once the second Hausman test has identified the regressors that are strictly exogenous, they are used as instruments in the Hausman-Taylor estimation. Additionally, the variance-covariance structure can be taken into account to obtain more efficient estimators (Im et al., 1999), so that the Hausman-Taylor procedure is a good alternative to pure IV estimation when panel data is available.

## 4. The data and descriptive statistics

The data used in this study come from the ECHP for the period 1994-2000. As stated earlier, this is the only database that provides individual information that is comparable for all EU countries, since the design and organization of the survey is coordinated by EUROSTAT. Individual or micro data is preferred to more aggregate data, both because they provide more flexibility in creating sample restrictions, and because they allow us to directly control for individual-level characteristics in our regression.
At the time of the interview, individuals are requested to indicate whether they are working in a job for at least 15 hours a week. If so, workers identify themselves as either selfemployed or employed when asked about their main labor market activity (paid apprenticeships and unpaid work in a family enterprise are excluded from the analysis). As a consequence, the job status of a particular worker may vary from year to year. In the sample, we have selected those workers, either self-employed or wage earners, who have provided information for all variables under consideration. These variables include personal and labor characteristics such as gender, marital status, schooling, experience, earnings, seniority, occupation, whether the individual works in the private or in the public sector, the number of hours worked per week, and if the worker has taken some training course during the last year.
Table 2 illustrates the main characteristics of our samples for the three countries. The number corresponding to wage earners in the sample ranges from about 6,500 in the UK to
more than 8,000 in Germany. For the self-employed, the figures are considerably lower, varying between less than 1,000 in Germany to almost 2,500 in Italy. Sample proportions are not very different from population rates (see Table 1). Bearing in mind that self-employed earnings are commonly believed to be under-reported (Hamilton, 2000), wage earners appear to earn a little more than the self-employed in Italy, whereas the opposite occurs in Germany and in the UK. Note that dispersion in earnings is higher for the self-employed, reflecting a greater heterogeneity in these types of activities, from low-ability jobs (retailers and basic services) to those of professionals, such as doctors or lawyers. People living in Germany and in the UK obtain higher earnings than those residing in Italy.
The years of experience are clearly higher in the self-employed sector than in that of wage earners. The majority of individuals in Italy present low educational levels, the percentage being somewhat higher among the self-employed. By contrast, in Germany, workers in general are highly educated, with more than $40 \%$ of the self-employed having attained a tertiary degree. The case of the UK is especially appealing since workers attaining a secondary level are clearly fewer than those of primary or higher education, indicating some kind of a bi-modal distribution. Roughly speaking, where self-employment rates are higher, the self-employed themselves are less educated, as against countries with low selfemployment rates, which exhibit a higher proportion of workers, either wage earners or the self-employed, who have obtained at least a secondary level of education.

|  |  | Earnings <br> per hour | Exp. | Primary <br> educ. | Secondary <br> educ. | Higher <br> educ. | Obs. <br> per <br> year |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Germany | Self- <br> employed | 9.06 <br> $(8.26)$ | 22.94 <br> $(10.98)$ | 12.31 | 46.19 | 41.50 | 840 |
|  | Wage | 8.48 | 20.48 | 19.48 | 57.88 | 22.64 | 8066 |
|  | earner | $(4.30)$ | $(11.16)$ |  |  |  |  |
| Italy | Self- | 6.21 | 23.69 | 56.82 | 31.95 | 11.23 | 2494 |
|  | employed | $(5.31)$ | $(13.34)$ |  |  |  |  |
|  | Wage | 6.73 | 18.03 | 44.13 | 44.63 | 11.24 | 7865 |
|  | earner | $(3.55)$ | $(11.07)$ |  |  |  |  |
| United | Self- | 8.71 | 25.33 |  |  |  |  |
| Kingdom | employed | $(9.73)$ | $(13.03)$ | 46.48 | 13.74 | 39.78 | 1053 |
|  | Wage | 7.88 | 20.02 | 45.99 | 13.70 | 40.31 | 6433 |

Table 2. Sample averages (ECHP 1994-2000). Note: Standard errors between parentheses. Earnings are expressed in terms of the PPP. Observations per year is the average, since figures vary from year to year.

## 5. Estimation results

This section presents the empirical evidence which is then assessed in the light of the aspects mentioned in Section 2, with the aim of providing some insights into the functioning of the European labour markets. The results from EGIV Hausman-Taylor estimations are shown in Table 3, along with the tests for choosing the appropriate instruments (Baltagi et al., 2003). In column H1, a standard Hausman test rejects the random effects hypotheses in favour of
the fixed effect estimator. A second Hausman test contrasting the Hausman-Taylor against the fixed effects model (column H2), is useful in order to test the strict exogeneity of the regressors used as instruments in the Hausman-Taylor estimation. Once this second Hausman test has identified which regressors are strictly exogenous, they are then used as instruments in the Hausman-Taylor estimation.
Comparing the coefficients of Table 3 with those from the GLS estimation (not shown, but available from the authors upon request), we can note that the Hausman-Taylor estimation provides coefficients of education and experience that, in general, are consistently much higher. This is in accordance with the typical finding reported in the literature when using instrumental variables of upward bias in IV-type, compared to OLS-type estimations.
Regarding the returns to education, wages increase with educational attainment, with returns higher among wage earners in Germany and Italy and quite similar in the UK, and the coefficients for the self-employed with secondary education level in Germany and the UK are non-significant. The percentage changes across educational categories, computed as the difference in the percentage change in wage for group i relative to the group i-1, e $e^{\beta i-} e^{\beta i-1}$, where $\beta_{\mathrm{i}}$ is the coefficient for the dummy variable for group I , show that returns increase as we move up the qualification ladder, especially from secondary to higher education, which supports a convex configuration of earnings on the returns to education, thus confirming the importance of the sheepskin effect. Both results, higher returns to education for paid workers, and increasing non-linearities in the relationship between wages and educational attainment, indicate some degree of a sorting or signalling role played by education.

| Country | Labour <br> status | Exp. | Exp. ${ }^{2} / 100$ | Second. <br> education | Higher <br> education | H1 | H2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Germany | Self- | $0.053^{* *}$ | $-0.068^{* *}$ | 0.654 | $1.243^{*}$ | 234.96 | 8.44 |
|  | employed | $(3.72)$ | $(-2.83)$ | $(0.89)$ | $(2.45)$ | $(0.0000)$ | $(0.9986)$ |
|  | Wage | $0.065^{* *}$ | $-0.084^{* *}$ | $0.848^{* *}$ | $1.291^{* *}$ | 1117.89 | 10.51 |
|  | earners | $(22.24)$ | $(-22.21)$ | $(8.83)$ | $(17.31)$ | $(0.0000)$ | $(0.9921)$ |
| Italy | Self- | $0.037^{* *}$ | $-0.053^{* *}$ | $0.339^{* *}$ | $0.631^{* *}$ | 138.47 | 34.66 |
|  | employed | $(6.30)$ | $(-4.66)$ | $(2.78)$ | $(6.35)$ | $(0.0000)$ | $(0.0946)$ |
|  | Wage | $0.047^{* *}$ | $-0.089^{* *}$ | $0.551^{* *}$ | $0.847^{* *}$ | 2103.26 | 49.63 |
|  | earners | $(27.52)$ | $(-23.60)$ | $(15.09)$ | $(19.07)$ | $(0.0000)$ | $(0.0752)$ |
| United | Self- | $0.053^{* *}$ | $-0.055^{* *}$ | 0.629 | $0.714^{* *}$ | 275.90 | 5.92 |
| Kingdom | employed | $(5.16)$ | $(-3.41)$ | $(0.74)$ | $(3.54)$ | $(0.0000)$ | $(0.9999)$ |
|  | Wage | $0.063^{* *}$ | $-0.106^{* *}$ | $0.524^{* *}$ | $0.706^{* *}$ | 2064.11 | 4.58 |
|  | earners | $(27.27)$ | $(-27.28)$ | $(3.41)$ | $(15.14)$ | $(0.0000)$ | $(1.0000)$ |

Table 3 Estimated Coefficients of Mincerian Earnings Function by Hausman-Taylor. Notes: t -ratios between parentheses ( p -values in H 1 and H2). Both panels are unbalanced, since the employment status may vary across individuals over time. Controls used. Gender: 1 for male and 0 for female. Marital status: married, single, divorced, widow or separated.
Training: if the worker has realized some course of occupational training. Eight dummies that indicate occupation. A dummy indicating whether the individual works in the private or the public sector. Dummies that indicate seniority: less than two years, between 2 and 10 years, and more than 10 years. Dummies that indicate the year. * Significant at the $5 \%$ level. ** Significant at the $1 \%$ level. H1 tests the random effects estimator against the fixed effects. H2 tests the Hausman-Taylor estimator against the fixed effects.

Across countries, experience increases human capital accumulation during the life cycle. At first sight, returns to experience are greater for wage earners, even though they depreciate at a faster rate than in the case of the self-employed. In order to extract more robust conclusions, a series of indicators are used. First, the maximum return, i.e. the point where experience ceases to add positively to earnings, which is defined by $\partial \operatorname{lnw} / \partial \operatorname{Exp}$ from earnings equation (3), that is to say, the number of years that equals $\mu_{1}+\mu_{2} \operatorname{Exp} / 50$ to 0 provided $\mu_{2}<0$. The third column in Table 4 is viewed as always being greater for the selfemployed, but with marked differences across countries. Thus, the maximum number of years is almost equal in Germany, close to 39 years, with differences around ten years in Italy and almost 20 in the UK. In this latter case, experience is continually adding to earnings during the whole working life of the self-employed. The effects of experience are less longlasting in Italy, especially among wage earners.

| Country | Labour Status | Maximum rate | At sample average |
| :---: | :---: | :---: | :---: |
| Germany | Self-employed | 39 | 2,18 |
|  | Wage earner | 38,7 | 2,36 |
| Italy | Self-employed | 35 | 1,61 |
|  | Wage earner | 26 | 1,49 |
| United Kingdom | Self-employed | 48 | 2,51 |
|  | Wage earner | 30 | 2,06 |

Table 4. Returns to experience. Note: Own calculations from the estimated coefficients obtained in Tables 3.

We have computed the series of rates of return as $\mu_{1}+\mu_{2} \operatorname{Exp} / 50$, with "Exp" playing the role of a variable. Column 4 in Table 4 reports the rate of return evaluated at the sample average in each country. Values are quite similar in Germany and the UK, and clearly lower in Italy. The greatest difference between the self-employed and wage earners is found in the UK, close to 0.5 .
Earnings-experience profiles are constructed from the series of rates of return to experience. Figure 1 displays these profiles for both types of workers in the sample countries. It is clear from the evidence that the profiles are very similar during the first years, ( 14 in Italy, around 20 in the UK and almost 38 in Germany), with the profiles being slightly steeper for wage earners; then the profiles switch position, revealing the long-lasting effects of experience for the self-employed.
Overall, the body of evidence seems to indicate that investment considerations may be at work, al least in the long run. This can be due to the fact that returns to other capital accumulation, physical or technological, are more long-lasting than those from human capital alone. Alternatively, it can be argued that, if mobility costs are reduced, only wellmatched self-employed workers remain as such, with less successful entrepreneurs leaving self-employment and undertaking paid employment. Taken together, it may be reasoned that competitive functioning of the labour market may be at work in these countries. While the different theories cannot be compared one with another in the absence of a more detailed analysis, it nevertheless appears that imperfections in the labour market play a less important role than expected.
In summary, as regards the functioning of the labour market in the set of EU countries considered in this Chapter, two basic ideas emerge. First, returns to education are, in

## Germany



UK


Fig. 1. Earnings experience profiles for the three sample countries
general, found to be higher for wage earners, which can be interpreted as an indication of the relevance of the signalling role of education in determining earnings. This latter result was expected, bearing in mind the prevalent wage rates in the EU countries, where earnings are usually linked to the education level attained by the worker. Second, according to the evidence shown by the earning-experience profiles, which tend to be steeper in the case of the self-employed, traits of competitiveness can be discerned, with little or no evidence of imperfections.

## 6. Conclusions

The aim of this Chapter has been to extend the existing research on the returns to human capital accumulation that differentiates between the self-employed and wage earners. This has been carried out by providing evidence in a cross-country framework using a homogenous database, which mitigates the problems associated with the existence of different data sources across countries, by using a panel data approach that is useful in dealing with endogeneity and selectivity biases, as well as unobserved heterogeneity, and by applying an efficient estimation method that allows for the correlation between individual effects and time-invariant regressors, and that avoids the insecurity associated with the choice of the appropriate instruments.
Information from the ECHP for the period 1994-2000 has been used, allowing us to apply an Efficient Generalised Instrumental Variable estimator that provides consistent estimates of the rates of return to education and experience. Education has been represented by dummies of qualification levels (primary, secondary and higher), and experience has been measured as the difference between the current age and the age of initiation at work. The results have been presented in a reduced form, with the aim being to provide both comparisons across countries about the earnings differentials between the two employment statuses analyzed, and evidence as to whether such differences are consistent with the predictions offered by a variety of theoretical models.
The self-employed have been used as a control group to help in assessing the true impact of credentials achieved in the process of wage determination, as well as in determining which type of theoretical structure underlies labour market behavior. We have operated under the premise that, on the basis that signalling is of much less importance for the self-employed, comparing across both types of employment statuses should show that, for the sorting hypothesis to be accepted, returns to education for wage earners are significantly higher than those for the self-employed, as well as possibly increasing in a non-linear way. Similarly, most labour market models based on imperfect information predict steeper experience-earnings profiles for wage earners, whereas competitive traits in the labor market would imply similar or flatter profiles for this category of worker.
The evidence that emerges for the sample countries tends to support the view that signalling theory is indeed relevant in determining individual earnings, in that, first, returns to education are lower where signalling is expected to play a less important role, i.e. in the case of the self-employed, and, second, certain non-linearities appear. Furthermore, earningsexperience profiles are found to be steeper for the self-employed in the long-run, indicating a certain significance of competitiveness in the labour markets.
Some aspects of the investigation have been omitted or require further attention. We are conscious that selectivity issues should be carefully dealt with, when the development of a reliable instrument makes this possible (Semykina \& Wooldridge, 2010). Furthermore, obtaining structural estimates for the returns to education and experience would probably require dynamic programming models of occupational choice (Belzil \& Hansen, 2002). Finally, the availability of richer panel data sets is of particular importance to control for the movements into and out of self-employment. These topics are all matters for future research, and will undoubtedly be helpful in carrying out a more in-depth investigation into the behaviour of the labour market and wage determination in the EU countries, in such a way that we can more fully assess their degrees of competitiveness.
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# Using the SUR Model of Tourism Demand for Neighbouring Regions in Sweden and Norway 

A. Khalik Salman<br>Mid Sweden University, Social science / Economics Department<br>Sweden

## 1. Introduction

This chapter estimates the international demand for tourism in two neighbouring regions: the objective number 6 (SW:6) in Sweden and North Norway included - Tröndelag (NWT) in North Norway, from five different countries: Denmark, the United Kingdom, Switzerland, Japan, and the United States. For each visiting country, and for Sweden and Norway, we specify separate equations by including the relevant information. we then estimate these ten equations using Zellner's Iterative Seemingly Unrelated Regressions (ISUR). The benefit of this model is that the ISUR estimators utilize the information within and the relation between the equations present in the error correlation of the cross regressions (or equations) and hence is more efficient than single equation estimation methods such as ordinary least squares. Monthly time series data from 1993:01 to 2006:12 are used. The results show that the consumer price index, some lagged dependent variables, and several monthly dummies (representing seasonal effects) have significant impacts on the number of visitors to the SW:6 region in Sweden and NWT region in Norway. We also find that, in at least some cases, relative prices and exchange rates have significant effects on international tourism demand.
Tourism has important impacts on the economies of both developing and industrialized countries, resulting in job creation, additional income for the private and public sectors, foreign currency receipts, higher investment and growth. Indeed, tourism has acted as a catalyst to economic restructuring in many recipient countries, assisting a shift away from primary sector activities, towards greater reliance on services and manufacturing. Given the scale of tourism's contribution to the macroeconomic dimension over time, knowledge concerning the nature of the demand upon which it is based is of both theoretical and practical relevance. It is well known that tourism demand is responsive to such variables as income, relative prices and exchange rates. What is not known is how the responsiveness of demand to changes in these variables alters during a country's economic transition and integration into the wider world initial or subsequent years? Does the sensitivity of tourism demand to changes in its own prices, or those of its competitors, change between different periods? Further questions concern the degrees of complementarity or substitutability between tourism destinations and the extent to which these change during periods of economic transition. Complementarity occurs if holidays in different destinations are purchased as a package. Alternatively, there may be an intense degree of competition between destinations. Relationships of complementarity or substitutability may change over
time as lower income destinations emerge from relative poverty to achieve a higher level of development. Little information is available about this issue. It is not known, for example, whether lower income destinations tend to become more or less competitive over time, either relative to other developing countries or relative to more industrialized nations.
Different models have been used to estimate tourism demand and some types of model are more appropriate for examining the above questions than others. The vast majority of studies of tourism demand have relied on single equation models of demand, estimated within a static context (for example, Uysal and Crompton, 1984; Gunadhi and Boey,1986). These models are not derived from consumer demand theory and fail to quantify the changes in demand behaviour that occur over time. Innovations in the methodology were subsequently introduced in the form of single equation models of demand estimated using an error correction methodology were subsequently introduced in single equation model of demand estimated using an error correction methodology (Syriopoulos, 1995). Kulendran (1996) used a general to specific, error correction model to estimate the Australia demand for tourism in the form of visits per capita to outbound destinations and demonstrated that the model has good forecasting ability. This modelling approach has the advantage of explicit treatment of the time dimension of tourism demand behaviour and allows for improved econometric estimation of the specified equations.
A More recently approach to tourism demand estimation involves a system -wide approach by using the ISUR Model (Salman et al. 2010). This system of study is particularly useful for testing the properties of homogeneity and symmetry which are basic to consumer demand theory. Hence, it provides a stronger theoretical basic for estimating the cross- price elasticities of demand than the single equation approach.
This chapter was used system wise approach by the ISUR Model to examine tourism demand by the UK, Switzerland, Denmark, Japan and The USA in the neighboring destination number 6 (SW:6) and (NWT) in Norway. The UK, Switzerland, Denmark, Japan and The USA are major origin countries for tourism in the destinations under consideration. SW:6 in Sweden and NWT in Norway are key destinations, accounting for over one-third of all receipts from tourism in the European Union in 2005. The absolute value of their receipts from tourism is very high, at over $\$ 200$ million in 2005. The choice of the countries as destinations for analysis is also appropriate owing to their position as geographic neighbours. Complementarity or substitutability in tourism demand, as indicated by the signs of the relative-price elasticities of demand, is of particular relevance in this context. This chapter pays attention to this issue, which has not previously been examined for the case of neighbouring countries using the ISUR approach. Sweden and Norway are interesting cases for consideration owing to their position as economies in transition during the period under consideration. By the early 1990s, the start years of the period under study, they had adopted new development policies, high dependence on industry, moving towards increased globalization, economic integration, and foreign competition. Sweden had joined the ranks of the more developed European economies in the period under study. Hence, an innovative feature of this chapter is its examination of the evolution of tourism demand during these countries' transition to a new technological system and globalization status. It also permits examination of the extent to which the behaviour of demand become more or less similar over time with respect to changes in prices and exchange rates. Thus, this study provides useful information, at the cross-country level, about change in a major activity within each of the economies.

The aim of this chapter is to estimate international tourism demand to the two neighbouring regions: objective number 6 (SW:6) in Sweden and North Norway included - Tröndelag


Fig. 1. Swedish and Norwegian Maps; The Objective 6 region (SW: 6) in Sweden is the lightly shadowed area at the top and top-left of the map of Sweden. The North -Norway included and Tröndelag region in Norway (NWT) is the lightly shadowed part on the top right of the map of Norway.
(NWT) by five countries: namely, Denmark, the United Kingdom (UK), Switzerland, Japan, and the United States (US). Since these two regions are geographically very close to each others and highly competitive (although they are located in two different countries) we believe that they can be considered as one larger region with respect to the very similar nature and tourism facilities they supply. For this reason we study the demand for these two regions simultaneously together by specifying a separate equation for these regions from the respective visiting countries. We then merge the ten equations in one system of regression equations model that will be estimated by Zellner's ISUR model.
Previous Scandinavian studies did not study and compare the tourism demand for Sweden and Norway in one overall regression model. Further, previous studies of Norwegian tourism demand have not considered the relative price and substitution effect or complementarity, the real and nominal exchange rate, and personal income. With this method of estimation, I can
come closer to studying the impact of the influences of cultural values, climate natural attraction on the tourism demand. This has earlier been difficult to quantify.
The purpose of this chapter is to use Iterative Seemingly Unrelated Regressions (ISUR) to estimate the relationship between monthly tourist arrivals to Sweden and Norway from Denmark, the UK, Switzerland, Japan, and the US and the factors that influence arrivals. To this end, we use a demand function approach to tourism flow modelling. A large model consisting of ten equations for Sweden and Norway (five for each country) was estimated by the ISUR technique.
The idea of merging the equations from both countries into one overall model, in fact, is necessary to measure the tourism demand to neighbouring regions that are close in their geographical characters, see Figure 1. In other words, tourists can receive the same utility from either region. An important question is "Are there differences between the hedonic regressions for the two neighbourhoods, or not?" If there are no differences, then the data from the two neighbourhoods can be pooled into one sample without parameter restrictions and with no allowance made for differing slope or intercept. Moreover, the estimation has been done by using the ISUR regression.
There is no previous application of this technique to tourism demand modelling for these two regions. With the ISUR technique, we estimate the entire system of equations by taking into account any possible correlations between the residuals from the different equations. Moreover, the ISUR technique provides parameter estimates that converge to unique maximum likelihood parameter estimates.
The remainder of the chapter is organized as follows. Section 2 discusses tourism demand for Nordic countries and the data used. Section 3 presents the estimation and testing methodology. Section 4 provides the results. This chapter has a brief summary and conclusion in Section 5.

## 2. Economic factors and the model specification

The objective of this section is to analyze how the following macroeconomic and microeconomic variables and seasonal (monthly) conditions influence the demand for tourism for the (SW:6) and (NWT):

1. The Swedish Consumer Price Index (CPI) represents the inflation rate and cost of living in Sweden and is in natural logarithms. The CPI has several advantages for this purpose: it is familiar to the public and is the most widely used measure of inflation in Sweden (Andersson and Berg, 1995). We adjust the CPI for any changes in indirect taxes and subsidies.
2. I use dummy variables for January to November to proxy for seasonal effects (December is the base category).
3. The exchange rate $(E X)$ between the Swedish/Norwegian currencies and the visitors' country of origin currency are included in natural logarithms.
4. The relative price ( Pr ) reflects opportunity cost. This represents the cost of living in relative terms for Norway and Sweden and a substitute price for an origin country tourist. These are also in natural logarithms.
The SW:6 is a major tourist destination worldwide, with the yearly demand for tourism in this part of Sweden and NWT consistently following an upward trend. However, interruption to these trends has taken place on a number of occasions due to economic
conditions and/or international events. For example, September 11 and the first Gulf War had a detrimental effect on tourism demand in both Sweden and Norway.
A common model used in tourism demand studies is a single equation with demand explained by the tourist's income in their country of origin, the cost of tourism in their chosen and alternative destinations, and a substitute price (Witt and Martin, 1987). To start with, the demand for tourism can be expressed in a variety of ways. The most appropriate variable to represent demand explained by economic factors is consumer expenditure or receipts (Grouch, 1992). Other measures of demand are the nights spent by the tourist or their length of stay. However, due to the lack of data on monthly GDP, personal income (GDP/Population) is not included in this analysis.
The tourism price index (the price of the holiday) is also an important determinant of the decision a potential tourist makes. We can divide this into two components: (i) the cost of living for the tourist at the destination, and (ii) the cost of travel or transport to the destination. I divide the cost of living into two components: (i) the CPI in relative price form assuming that tourists have the option of spending their vacation in either SW:6 or NWT, and (ii) tourist consumer expenditure, real consumer expenditure, real income, and per capita income (Salman, 2003). In this chapter, CPI represents the cost of living. However, we measure transport costs by the weighted mean prices according to the transport mode used by tourists to reach the destination. Changes in travel costs, particularly airfares, can have a major impact on tourism demand. Unfortunately, data on economy class airfares between Stockholm and the capital cities of the countries of origin were not consistently available, so I could not use these in construction of the variables. Moreover, one should also take into account the small proportion of tourists who arrive in Sweden using charter flights destined for regional airports closer to the main tourist resorts, as the airfares for these may differ considerably from those to the capital city's airport. Therefore, in the absence of a suitable proxy, I exclude travel costs from our demand system (Lathiras and Siriopoulos, 1998).
In previous Scandinavian tourism demand studies, the cost of living component was defined in relative price form, assuming that the tourists have the option of spending their vacation in Sweden or at home. The probability of travel to the destination declines if the destination price level increased faster than that of the origin price due to a substitution effect, and also if the if the reserves occurred and hence the tourist's real income decreased to the substitution effect .
In this study, the cost of living (relative price) component is defined as the Norwegian price relative to the price of a holiday in Sweden. The underlying assumption is that for the tourists, SW: -6 in Sweden is a substitute long-haul holiday destination for NWT in Norway. In recent years, SW:6 in Sweden and NWT in Norway have been competing with each other to attractive more tourists. The tourists from these five countries have the option of spending vacations on SW:6 in Sweden or NWT in Norway, both having similar mountains and skiing facilities in winter and similar climate. Furthermore, for visitors from these five countries mentioned above, the travel distances to SW:- 6 in Sweden and NWT in Norway are almost the same. Therefore, for potential visitors, SW:6 is consider a substitute long-haul holiday destination for the NWT and the cost of living variable for the tourism demand model is defined as the cost of living in SW:6 relative to that for NWT in Norway .
Following previous research, we can specify the price of tourism at the destination in a variety of ways. For instance, we can represent prices in either absolute or relative terms. In this chapter, we employ the relative price as an opportunity cost. We define this as the ratio of the CPI of the host country (CPIsw) to the country of origin adjusted by the relative
exchange rate $\left(R_{i t}\right)$ to obtain a proxy for the real cost of living (Salman, 2004). Therefore, the real cost of tourism in Sweden and Norway are the relative CPIs given by:

$$
\begin{equation*}
R p_{j t}=\frac{\frac{\mathrm{CPI}_{t}}{E X_{\mu}}}{\mathrm{CPI}_{\mu}} \tag{1}
\end{equation*}
$$

where $i$ is the host country (Sweden or Norway), $j$ is the visiting (or foreign) country, and $t$ is time. $R p_{i t}$ is the relative CPI for country $i$ in time $t, C P I_{i t}$ is the CPI for Sweden or Norway, $C P I_{j t}$ is the CPI for the foreign country, and $E X_{i j t}$ is the exchange rate between the Swedish krona/Norwegian krone and the foreign currency.
In addition to the price variable, the exchange rate is a relevant factor in determining tourism demand. The rationale behind incorporation of the exchange rate as a separate explanatory variable is that tourists may be more aware of the relative exchange rate than the specific cost of tourism at the destination. A question that arises is whether the exchange rate should be included in our model system as an explanatory variable together with the price variable. In an attempt to find a variable to represent a tourist's cost of living, Salman, Shukur, and Bergmann-Winberg (2007) concluded that the CPI (either alone or with the exchange rate) is a reasonable proxy of the cost of tourism. And also the exchange rate and price are used in this study as proxy variables for the structural transformation in these two small open economies and the expansion in international competitions faced by them. We define the exchange rate variable as the foreign exchange rate of the Swedish Krona or Norwegian Krona to the currency of the origin country. This variable represents the relationship between tourism demand and the international money market and international economic events (including recessions and financial crises) as well.
As microeconomic theory suggests, the price of other goods influences the demand for a particular good. In the case of tourism, the identification and separation of substitute products is very difficult to achieve on an a priori basis. In our case, tourists consider NWT region (in the North of Norway) an alternative destination to the SW:6 region (in the north of Sweden). These destinations are among the most popular destinations in Scandinavia, at least in terms of arrivals, for tourists from the origin countries under:
Relative price of tourism for Denmark

$$
\begin{equation*}
=\frac{C P I_{\text {SweK }} / E X_{\text {SEK /DKK }}}{C P I_{\text {Nor }} / E X_{\text {NOK } / D K K}} \tag{2}
\end{equation*}
$$

Relative price of tourism for the UK

$$
\begin{equation*}
=\frac{C P I_{\text {Swe }} / E X_{\text {SEK/GBP }}}{C P I_{\text {Nor }} / E X_{\text {NOK/GBP }}} \tag{3}
\end{equation*}
$$

Relative price of tourism for Switzerland

$$
\begin{equation*}
=\frac{C P I_{\text {Swe }} / E X_{\text {SEK /CHF }}}{C P I_{\text {Nor }} / E X_{\text {NOK } / \mathrm{CHF}}} \tag{4}
\end{equation*}
$$

Relative price of tourism for Japan

$$
\begin{equation*}
=\frac{C P I_{S w e} / E X_{S E K / J P Y}}{C P I_{\text {Nor }} / E X_{N O K / J P Y}} \tag{5}
\end{equation*}
$$

Relative price of tourism for the US

$$
\begin{equation*}
=\frac{C P I_{S w e} / E X_{S E K / U S D}}{C P I_{\text {Nor }} / E X_{\text {NOK/USD }}} \tag{6}
\end{equation*}
$$

Where:
$C P I_{\text {Swe }}:$ CPI in Sweden $(1998=100)$.
CPINor: CPI in Norway $(1998=100)$.
$E X_{\text {SEK/DKK: }}$ An index of the Swedish krona per unit of Danish krona $(1998=100)$.
$E X_{S E K / G B P}$ : An index of the Swedish krona per unit of British pound $(1998=100)$.
$E X_{S E K / C H F: ~ A n ~ i n d e x ~ o f ~ t h e ~ S w e d i s h ~ k r o n a ~ p e r ~ u n i t ~ o f ~ S w i s s ~ f r a n c ~}^{(1998=100)}$.
$E X_{S E K / J P Y}:$ An index of the Swedish krona per unit of Japanese yen $(1998=100)$.
$E X_{S E K / U S D}$ : An index of the Swedish krona per unit of US dollar $(1998=100)$.
A lagged dependent variable may also be included to account for habit persistence and supply constraints. As for the signs of the explanatory variables, we expect a negative sign for the relative price variable and a positive sign for the exchange rate variable. In this study, monthly dummies represent seasonal effects on the number of arrivals from the origin countries. All variables are in natural logarithms, and the data are in index form (1998 $=100$ ). All economic data employed in this study are from Statistics Sweden (Statistiska Centralbyrån) and Statistics Norway (Statistisk SENTRALBYRA). Estimation is with the STATA Ver. 10 and EViews Ver. 5.1 statistical program packages. We examine monthly time series data from 1993:01 to 2006:12.

## 3. Methodology

### 3.1 Statistical assumptions and the problem of misspecification

In the common stochastic specification of econometric models, the error terms are assumed to be normally distributed with mean zero, constant variance and serially uncorrelated. These assumptions must be tested and verified before one can have any confidence in the estimation results or conduct any specification tests, including standard $t$-tests of parameter significance or tests of theoretical restrictions. Because misspecification testing is a vast area of statistical/econometric methodology, there will only be a brief description of the methods used in this study (in the Appendix) with additional details in the cited references.
The methodology used in this chapter for misspecification testing follows Godfrey (1988) and Shukur (2002). To test for autocorrelation, we apply the F-version of the Breusch (1978) and Godfrey (1978) test. We use White (1980) test (including cross products of the explanatory variables) to test for heteroscedasticity and Ramsey's (1969) RESET test to test for functional misspecification (Ramsey, 1969). We also apply the Engle (1980) Lagrange Multiplier (LM) test for the possible presence of Autoregressive Conditional Heteroscedasticity (ARCH) in the residuals. Finally, we apply the Jarque-Bera (1987) LM test of non-normality to the residuals in model (4).
When building an econometric model, the assumption of parameter consistency is widely used because of the resulting simplicity in estimation and ease of interpretation. However,
in situations where a structural change may have occurred in the generation of the observations, this assumption is obviously inappropriate. Particularly in the field of econometrics where data are not generated under controlled conditions, the problem of ascertaining whether the underlying parameter structure is constant is of paramount interest. However, to test for the stability of the parameters in the models, and in the absence of any prior information regarding possible structural changes, we conduct a cumulative sum (CUSUM) test following Brown et al. (1975). The CUSUM test is in the form of a graph and is based on the cumulative sum of the recursive residuals. Movement in these recursive residuals outside the critical lines is suggestive of coefficient instability.

### 3.2 The systemic specification

In this chapter, we aim to estimate the number of visitors to Sweden and Norway from five countries (Denmark, the UK, Switzerland, Japan, and the US). For each visiting country and for both Sweden and Norway, we specify a separate equation with the relevant information included in each equation. For this purpose, we follow a simple strategy on how to select an appropriate model by successively examining the adequacy of a properly chosen sequence of models for each country separately using diagnostic tests with known good properties. The methodology used for misspecification testing in this chapter follows Godfrey (1988) and Shukur (2002). We apply their line of reasoning to the problem of autocorrelation, and then extend it to other forms of misspecification. If we subject a model to several specification tests, one or more of the test statistics may be so large (or the p-values so small) that the model is clearly unsatisfactory. At that point, one has either to modify the model or search for an entirely new model.
Our aim is to find a well-behaved model that satisfies the underlying statistical assumptions, which at the same time agrees with aspects of economic theory. Given these equations, we estimate the whole system (consisting of ten equations) using Zellner's ISUR. The ISUR technique provides parameter estimates that converge to unique maximum likelihood parameter estimates. Note that conventional seemingly unrelated regressions (SUR) does not have this property if the numbers of variables differ between the equations, even though it is one of the most successful and efficient methods for estimating SUR. The resulting model has stimulated countless theoretical and empirical results in econometrics and other areas (see Zellner, 1962; Srivastava and Giles, 1987; Chib and Greenberg, 1995). The benefit of this model for us is that the ISUR estimators utilize the information present in the cross regression (or equations) error correlation and hence it is more efficient than other estimation methods such as ordinary least squares (OLS).
Consider a general system of $m$ stochastic equations given by:

$$
\begin{equation*}
\mathbf{Y}_{i}=\mathbf{X}_{i} B_{i}+e_{i} \quad i=1,2, \ldots \mathrm{M} \tag{7}
\end{equation*}
$$

where $Y_{i}$ is a $(T \times 1)$ vector of dependent variables, $e_{i}$ is a $(T \times 1)$ vector of random errors with $E\left(e_{i}\right)=0, X_{i}$ is a $\left(T \times n_{i}\right)$ matrix of observations on $n_{i}$ exogenous and lagged dependent variables including a constant term, $B_{i}$ is a ( $n_{i} \times 1$ ) dimensional vector of coefficients to be estimated, M is the number of equations in the system, T is the number of observations per equation, and $n_{i}$ is the number of rows in the vector $B_{i}$. The $m$ system of $m$ equations can be written separately as:

$$
Y_{1}=X_{1} \beta_{1}+e_{1}
$$

$$
\begin{gathered}
Y_{2}=X_{2} \beta_{2}+e_{2} \\
Y_{m}=X_{m} \beta_{m}+e_{m}
\end{gathered}
$$

and then combined into a larger model written as:

$$
\left(\begin{array}{c}
Y_{1}  \tag{8}\\
Y_{2} \\
\ldots \\
Y_{m}
\end{array}\right)=\left(\begin{array}{cccc}
X_{1} & 0 & 0 & 0 \\
0 & X_{2} & 0 & 0 \\
0 & 0 & \ldots & 0 \\
0 & 0 & 0 & X_{m}
\end{array}\right) \cdot\left(\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\ldots \\
\beta_{m}
\end{array}\right)+\left(\begin{array}{c}
e_{1} \\
e_{2} \\
\ldots \\
e_{m}
\end{array}\right)
$$

This model can be rewritten compactly as:

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} B+e \tag{9}
\end{equation*}
$$

where $Y$ and $e$ are of dimension $(T M \times 1), X$ is of dimension $(T M \times n), n=\sum_{i=1}^{M} n_{i}$, and $B$ is of
dimension $(K \times 1)$.
At this stage, I make the following assumptions:
a. $\quad X_{i}$ is fixed with rank $n_{i}$.
b. $\quad P \lim \frac{1}{T}\left(X_{i}^{\prime} X_{i}\right)=Q_{i i}$ is nonsingular with finite and fixed elements, i.e. invertible.
c. addition, I assume that $P \lim \frac{1}{T}\left(X_{i}^{\prime} X_{j}\right)=Q_{i j}$ is also nonsingular with finite and fixed elements.
d. $\quad E\left(e_{i} e_{i}^{\prime}\right)=\sigma_{i j} I_{T}$, where $\sigma_{i j}$ designates the covariance between the $i^{\text {th }}$ and $j^{\text {th }}$ equations for each observation in the sample.
The above expression can be written as:
$E(e)=0$ and $E\left(e e^{\prime}\right)=\Sigma \otimes I_{T}=\Psi$, where $\Sigma=\left[\begin{array}{cccc}\sigma_{11} & \sigma_{12} & \cdots & \sigma_{1 M} \\ \sigma_{21} & \sigma_{22} & \cdots & \sigma_{2 M} \\ \vdots & & \ddots & \\ \sigma_{M 1} & \sigma_{M 2} & \cdots & \sigma_{M M}\end{array}\right]$ is an $M_{\times} M$ positive
definite symmetric matrix and $\otimes$ is the Kronecker product. Thus, the errors at each equation are assumed homoscedastic and not autocorrelated, but there is contemporaneous correlation between corresponding errors in different equations.
The OLS estimator of $B$ in (9) is:

$$
\hat{\beta}_{O L S}=\left(X^{\prime} X\right)^{-1} X^{\prime} Y
$$

with the variance

$$
\operatorname{Var}\left(\hat{\beta}_{O L S}\right)=\left(X^{\prime} X\right)^{-1} X^{\prime} \Psi X\left(X^{\prime} X\right)^{-1}
$$

The SUR Generalized Least Squares (GLS) estimator of $B$ is given by:

$$
\hat{\beta}_{G L S}=\left(X^{\prime}\left(\Sigma^{-1} \otimes I_{T}\right) X\right)^{-1} X^{\prime}\left(\Sigma^{-1} \otimes I_{T}\right) Y
$$

and the variance is given by:

$$
V\left(\hat{\beta}_{G L S}\right)=\left(X^{\prime}\left(\Sigma^{-1} \otimes I_{T}\right) X\right)^{-1}
$$

However, the system of the five equations for Sweden and Norway are as follows:

$$
\begin{equation*}
\mathrm{Y}_{\mathrm{it}}=\alpha_{\mathrm{i}}+\mathrm{S}_{\mathrm{i}}+\mathrm{X}_{\mathrm{it}} \mathrm{~B}_{\mathrm{i}}+\mathrm{Y}_{\mathrm{it}-\mathrm{q}} \Phi_{\mathrm{iq}}+\mathrm{e}_{\mathrm{it}}^{\prime}{ }^{\prime}=1,2, \ldots 5 \quad q=1,2, \ldots 12 \tag{10}
\end{equation*}
$$

where $Y_{i t}$ is a $\mathrm{T} \times 1$ vector of observations on the dependent variable, $e_{i t}$ is a $\mathrm{T} \times 1$ vector of random errors with $E\left(e_{t}\right)=0$, and $S_{i}$ are monthly dummy variables that take values between 1 and 11 (the twelfth month is the base). $X_{i t}$ is a $T \times n_{i}$ matrix of observations on $n_{i}$ nonstochastic explanatory variables, and $B_{i}$ is an $n_{i} \times 1$ dimensional vector of unknown location parameters. $T$ is the number of observations per equation, and $n_{i}$ is the number of rows in the vector $\mathrm{B}_{\mathrm{i}} . \Phi_{\mathrm{iq}}$ is a parameter vector associated with the lagged dependent variable for the respective equation.
The dependent variables $Y_{i}$ are the natural logarithms of the number of monthly visitors from Denmark, the UK, Switzerland, Japan, and the US to either Sweden or Norway. The matrix $X_{i}$ is the natural logarithm of three vectors that contains monthly information about the CPI in Sweden (or Norway), the exchange rate ( $E x$ ) in Sweden (or Norway), and relative price ( $R p$ ) for Sweden (or Norway) with respect to each of the abovementioned countries.
Another objective of this study is to test for the existence of any contemporaneous correlation between the equations. If such correlation exists and is statistically significant, then least squares applied separately to each equation are not efficient and there is need to employ another estimation method that is more efficient.
The SUR estimators utilize the information present in the cross regression (or equations) error correlation. In this chapter, we estimated the model in Equation (10) by using the OLS method for each equation separately to achieve the best specification of each equation. We then estimate the whole system using ISUR, see Tables 2 and 3. The ISUR technique provides parameter estimates that converge to unique maximum likelihood parameter estimates and take into account any possible contemporaneous correlation between the equations.
To test whether the estimated correlation between these equations is statistically significant, we apply Breusch and Pagan's (1980) LM statistic. If we denote the covariances between the different equations as $\sigma_{12}, \sigma_{13} \ldots \sigma_{45}$, the null hypothesis is:
$\mathrm{H}_{0}: \sigma_{12}=\sigma_{13} \ldots=\sigma_{45}=0$, against the alternative hypothesis,
$\mathrm{H}_{1}$ : at least one covariance is nonzero.
In our three equations, the test statistic is:
$\lambda=N\left(r_{12}+r_{13}+\ldots r^{2} 45\right)$, where $r_{i j}{ }_{i j}$ is the squared correlation,
$r_{i j}=\sigma^{2}{ }_{i j} / \sigma_{i i} \sigma_{j j}$.
Under $\mathrm{H}_{0}, \lambda$ has an asymptotic $\chi^{2}$ distribution with five degrees of freedom. I may reject $\mathrm{H}_{0}$ for a value of $\lambda$ greater than the critical value from a $\chi^{2}(45)$ distribution (i.e. with 45 degrees of freedom) for a specified significance level. In this study, the calculated $\chi^{2}$ value for Sweden
and Norway together is equal to 100 ( p -value $=0.000$ ). This result, reported in Table 1 below for Sweden and Norway together, suggests a rejection of $\mathrm{H}_{0}$ at any conventional significance level. This implies that the residuals from each ISUR regressions are significantly positively or negatively correlated with each other that might stand for the relation between these equations and the countries thereafter. Also this can show substitutability and complementarity among destinations by indicating positive and negative correlation of residuals. Clear conclusions about the complementarily or substitutability among destinations are not usually obtained in studies using the correlation matrix of residuals and SUR model.

|  | Dn/s | UK/s | Swit/s | Jp/s | US/s | Dn/n | UK/n | Swt/n | JP/n | US/n |
| :--- | :---: | :---: | :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Dn/s | 1.0000 |  |  |  |  |  |  |  |  |  |
| UK/s | 0.0269 | 1.000 |  |  |  |  |  |  |  |  |
| SWIT/s | 0.2497 | -0.1475 | 1.000 |  |  |  |  |  |  |  |
| $\mathrm{JP} / \mathrm{s}$ | -0.0284 | 0.1550 | 0.0094 | 1.000 |  |  |  |  |  |  |
| US/s | -0.1465 | -0.0940 | 0.1320 | 0.0389 | 1.000 |  |  |  |  |  |
| DN/n | -0.0909 | 0.0829 | -0.0716 | -0.0579 | 0.0650 | 1.000 |  |  |  |  |
| UK/n | 0.0335 | -0.1719 | 0.1384 | -0.0985 | -0.0632 | -0.0216 | 1.000 |  |  |  |
| SWIT/n | 0.0876 | 0.0534 | 0.0999 | -0.0606 | 0.0350 | 0.0231 | 0.1036 | 1.000 |  |  |
| $\mathrm{JP} / \mathrm{n}$ | 0.0195 | -0.0235 | 0.0236 | -0.0828 | 0.2230 | 0.1444 | -0.0414 | 0.1493 | 1.000 |  |
| US/n | -0.1943 | -0.1549 | 0.1279 | -0.1170 | -0.0330 | -0.0081 | 0.3869 | -0.0895 | -0.0010 | 1.000 |

Breusch-Pagan test of independence: $\operatorname{chi} 2(45)=100, \operatorname{Pr}=0.0000$
Table 1. Correlation matrix of residuals for Sweden and Norway:

## 4. The ISUR results

In this section, we present the most important results from the ISUR method to model international tourism demand to SW:6 in Sweden and NWT in Norway.
We first conduct single equations estimation on model (10) for the five equations for Sweden and the five equations for Norway, separately. We specify these equations according to a battery of diagnostic tests (see the Appendix). We then select the five most appropriate equations for Sweden and Norway and include them separately in ISUR estimation consisting of ten equations to achieve the best possible efficiency. We then discuss the results for each country separately and also compare them together. We first present the results for the three economic variables and then discuss the results for the seasonal dummy variables (with December as the base month), followed by the lagged dependent variables. Note that the macro variables are in logarithmic form and so we can interpret the estimated parameters as elasticities. The estimated coefficients are included even if they are not significant. For the dummy and lagged dependent variables, only coefficients significant at least at the $10 \%$ level in the single equation estimation are included in the ISUR estimation. consisting of ten equations to achieve the best possible efficiency. We then discuss the results for each country separately and also compare them together. We first present the results for the three economic variables and then discuss the results for the seasonal dummy variables (with December as the base month), followed by the lagged dependent variables. Note that the macro variables are in logarithmic form and so we can interpret the estimated
parameters as elasticities. The estimated coefficients are included even if they are not significant. For the dummy and lagged dependent variables, only coefficients significant at least at the $10 \%$ level in the single equation estimation are included in the ISUR estimation.

| Sweden | Equations |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Parameters | Denmark | UK | Switzerland | Japan | US |
| Constant | $.0662(0.974)$ | $-5.732(0.103)$ | $.879(0.850)$ | $16.210(0.000)$ | $1.288(0.761)$ |
| CPI | $-.197(0.0 .024)$ | $2.474(0.047)$ | $2.474(0.070)$ | $-6.205(0.000)$ | $-.1348(0.688)$ |
| EX | $1.821(0.285)$ | $0.782(0.462)$ | $-1.564(0.013)$ | $0.1923(0.456)$ | $0.140(0.224)$ |
| Rp | $-.167(0.000)$ | $0.458(0.000)$ | $-2.250(.000)$ | $-6.205(0.004)$ | $-.135(1.583)$ |
| D1 | $.605(0.000)$ | $-.367(.000)$ |  |  |  |
| D2 | $.638(0.000)$ | $-.256(.000)$ | $.1651(.024)$ | $.1651(.002)$ |  |
| D3 | $.271(0.069)$ | $-.4119(.000)$ | $.0887(.000)$ |  | $.132(.007)$ |
| D4 | $-.397(0.002)$ | $-.432(.000)$ | $-.195(.000)$ | $.165(.107)$ | $-.235(.000)$ |
| D5 | $-1.04(0.000)$ | $-.662(.000)$ | $-.133(.000)$ | $-.129(.001)$ | $-.109(.000)$ |
| D6 | $-.230(0.000)$ | $-.063(.231)$ | $.493(.000)$ | $.106(.023)$ | $.343(.000)$ |
| D7 | $.323(0.000)$ | $-.285(.0000)$ | $.813(.000)$ |  |  |
| D8 | $-.373(0.002)$ | $-.385(.000)$ | $.479(.000)$ |  |  |
| D9 | $-.788(0.000)$ | $-.645(.000)$ |  |  | $-.246(.000)$ |
| D10 | $-.823(0.000)$ | $-.486(.000)$ | $-.343(.000)$ |  | $-.251(.012)$ |
| D11 | $-.894(0.000)$ | $-.294(.000)$ | $.314(.000)$ | $275(.083)$ | $-.137(.000)$ |
| $\mathrm{Y}(\mathrm{t}-1)$ |  | $.6056(.000)$ | $0.095(0.082)$ |  |  |
| $\mathrm{Y}(\mathrm{t}-2)$ |  |  |  |  |  |
| $\mathrm{Y}(\mathrm{t}-3)$ |  |  |  |  |  |
| $\mathrm{Y}(\mathrm{t}-4)$ |  | $-.169(.001)$ |  |  |  |
| $\mathrm{Y}(\mathrm{t}-11)$ | $.136(.061)$ |  | $.116(.032)$ | $.208(.000)$ | $.551(.001)$ |
| $\mathrm{Y}(\mathrm{t}-12)$ | $.0411(.552)$ | $.275(.000)$ | $.142(.010)$ | $.594(.000)$ | $.215(.063)$ |
| R2 | 0.941 | 0.900 | 0.824 | 0.845 | 0.742 |

The non significant results erased from the Table.
Table 2. ISUR estimation results for Sweden

### 4.1 Results for Sweden

Table 1 show that the CPI parameter for Denmark is negative and small in magnitude but not statistically significant, indicating Swedish CPI has no effect on the demand for tourism by Denmark. This could be due to low travel costs, whereas countries of origin that are more distant generally have higher price elasticity. The estimated CPISW elasticity is -6.205 and greater than that for Japan. This indicates that a $1 \%$ increase in CPISW results in a $6.2 \%$ decrease in tourist arrivals to SW6 from Japan. The low CPISW elasticity ( -0.13 ) for the US could be a reflection of the depreciation of the Swedish Krona against the US dollar.
The estimated elasticity of the relative (substitute) price ranges from $6.2 \%$ to $0.13 \%$ and is greater than one for Japan and Switzerland. This indicates that a $1 \%$ rise in the relative price
level (price of tourism in Sweden relative to Norway) causes more than $1 \%$ fall in tourist arrivals from Japan and Switzerland. These estimates indicate that tourist arrivals in Sweden from these countries are elastic with respect to the relative price variable. This implies that Sweden must maintain its international price competitiveness to maintain high growth in tourist inflow. The estimated relative price level elasticity ranges from $0.2 \%$ to $0.8 \%$ and is less than one for Denmark and the US. These suggest that a $1 \%$ increase in the relative price results in a $0.2 \%$ and $0.1 \%$ decrease in tourist arrivals to SW6 from Denmark and the US, respectively. The low exchange rate elasticity for Japan, UK and the US may also be a reflection of the depreciation of the Swedish krona against the Japanese yen and US dollar. As expected, the estimated elasticities of $C P I_{S W}$ for the UK and Switzerland are positive.

| Parameters | Denmark | UK | Switzerland | Japan | US |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Constant | $1.848(0.034)$ | $-2.235(0.093)$ | $643(0.784)$ | $-1.964(0.260)$ | $2.337(0.110)$ |
| CPI | $-0.511(0.256)$ | $2.284(0.001)$ | $2.601(0.000)$ | $0.820(0.272)$ | $-0.5252(0.373)$ |
| Ex | $0.241(0.685)$ | $-0.665(0.048)$ | $-1.395(0.092)$ | $-0.463(0.121)$ | $0.118(0.579)$ |
| Rp | $0.204(0.729)$ | $-1.375(0.019)$ | $-1.615(0.013)$ | $-0.994(0.176)$ | $-0.5272(0.365)$ |
| D1 |  |  |  |  | $0.098(0.056)$ |
| D2 |  | $0.1549(0.000)$ |  |  | $0.122(0.042)$ |
| D3 | $0.158(0.002)$ | $0.210(0.000)$ |  |  | $0.161(0.004)$ |
| D4 |  |  |  | $-0.476(0.000)$ | 4 |
| D5 | $-0.135(0.018)$ |  | $0.495(0.000)$ | $-0.161(0.025)$ | $0.357(0.000)$ |
| D6 | $0.308(0.000)$ | $0.473(0.000)$ | $1.334(0.000)$ | $0.235(0.000)$ | $0.487(0.000)$ |
| D7 | $0.265(0.000)$ | $0.443(0.000)$ | $1.334(0.000)$ |  | $0.441(0.000)$ |
| D8 |  |  | $0.721(0.000)$ |  | $0.419(0.000)$ |
| D9 |  |  |  | $-0.227(0.000)$ | $0.220(0.001)$ |
| D10 |  |  | $-0.331(0.000)$ | $-0.284(0.000)$ | $0.172(0.002)$ |
| D11 |  |  | $-0.2136(0.000)$ |  |  |
| $Y_{(t-1)}$ | $0.212(0.000)$ | $0.0137(0.789)$ | $0.1768(0.000)$ | $0.430(0.000)$ | $0.334(0.000)$ |
| $Y_{(t-2)}$ |  |  |  |  | $-0.157(0.016)$ |
| $Y_{(t-3)}$ | $-0.135(0.001)$ |  |  |  |  |
| $Y_{(t-6)}$ | $-0.116(0.002)$ |  | $-0.183(0.000)$ |  |  |
| $Y_{(t-7)}$ | $0.144(0.000)$ |  |  |  |  |
| $Y_{(t-9)}$ | $-0.127(0.005)$ |  |  |  |  |
| $Y_{(t-10)}$ |  |  | $-0.129(0.002)$ |  | $0.187(0.000)$ |
| $Y_{(t-11)}$ | $0.278(0.000)$ |  |  | $0.263(0.000)$ | $0.269(0.000)$ |
| $Y_{(t-12)}$ | $0.363(0.000)$ | $0.309(0.000)$ |  | 0.808 | 0.850 |
| $\mathrm{R}^{2}$ | 0.924 | 0.793 | 0.950 |  |  |

The non significant results erased from the Table.
Table 3. ISUR estimation results for Norway
In the case of the UK, we find that all dummies are significant, indicating clear seasonality in the demand for tourism. The demand in December is the highest for the year. we also find lags 4 and 12 are statistically significant. Note that the sign of lag 4 is negative while it is larger and positive for lags 11 and 12. For Switzerland, only the summer dummies are large,
positive, and statistically significant, meaning that the Swiss are relatively more interested in summer tourism. The remaining dummies are either insignificant or small in magnitude. The estimated parameters of lags 1 and 12 are positive and significant.
In general, the lags of the dependent variable for the months of January and December are also significant, supporting the hypothesis of a habit-forming or word-of-mouth effect. Some of the monthly dummies as proxies for seasonal effects are also significant, including January, March, May, June, July, September, October, and November. Estimates of the Denmark dummy show a clear seasonal variation in the pattern of Danish tourism demand in Sweden, such that demand in January, February, March, and July is higher than in December, with lower demand in other months.

### 4.2 Results for Norway

Table 3 provides estimates of the monthly arrivals from Denmark, Japan, and the US to NWT in Norway. The estimated Norwegian CPI $\left(C P I_{N o r}\right)$ long- run elasticity ranges from $0.5 \%$ to $0.8 \%$ and is lower than that for Denmark, Japan, and the US. The estimated CPI ${ }_{S W}$ coefficients suggest that a $1 \%$ increase in $C P I_{\text {Nor }}$ results in $0.5 \%, 0.52 \%$, and $0.8 \%$ decreases in tourist arrivals to Norway from Denmark, Japan, and the US, respectively. The low $C P I_{\text {Nor }}$ elasticity for Japan and the US may be a reflection of the depreciation of the Norwegian krone against the Japanese yen and the US dollar.
The estimated long run elasticities of the relative price variable for Denmark and the US are less than one $(0.2 \%$ and $0.6 \%$, respectively), indicating that a $1 \%$ rise in the relative price (price of tourism in Norway relative to Sweden) causes about a $1 \%$ fall in tourist arrivals from Denmark and the US. The estimated long run -run elasticity of the relative price for Japan is closed to unity ( $99 \%$ ), which indicates that a $1 \%$ rise in the relative price (price of tourism in Norway relative to Sweden) causes around a $1 \%$ drop in tourist arrivals from Japan. The estimated long- run elasticity of the relative price variable for the UK and Switzerland are greater than one, indicating that the arrival of tourists in Norway from these countries is elastic with respect to the relative price variable. This implies that Norway must also maintain its international price competitiveness to maintain high growth in tourist inflow. Yet again, the low exchange rate long- run elasticity for Denmark, Japan, and the US can be a reflection of the depreciation of the Norwegian krona against the Danish krona, the Japanese yen, and the US dollar.

## 5. Summary and remarks

This chapter has applied the ISUR model, a model not used in other studies that have estimated models for tourism to these two neighbouring regions. First, the model was applied to the neighbouring destinations for the period of transition from characteristics of a lower level of integration and of facing competition from other countries, to characteristics of a high level of integration, globalization, exposure to an international competitive market, and high levels of income and welfare.
Second, the model allowed for comparison of the changes in the behaviour of tourism demand in each country over time, not only in terms of the number of visitors, price and exchange rate, but also of relative price elasticities. The estimated results show the model to be consistent with the data, as indicated by both the diagnostic statistic and the model's good forecasting ability. Moreover, the results are consistent with the properties of
homogeneity and symmetry. This accords with the microeconomic foundations of the model and increases the credibility of the elasticity values.
Substitutability and complementarity among destinations are indicated by positive and negative relative price elasticities, respectively. Clear conclusions about the complementarity or substitutability among destinations are not usually obtained in studies using the ISUR model, which have produced few well defined relative price effects. However, the results in this study seem consistent and also coincide with a priori expectations. Hence they are taken as an indication of the relative magnitudes and directions of changes in demand.
The main purpose of this chapter is to estimate the demand for tourism to two neighbouring regions in Sweden and Norway from five different countries: namely, Denmark, the UK, Switzerland, Japan, and the US. Monthly time series data from 1993:01 to 2006:12 is collected from Statistics Sweden for this purpose. For each visiting country, We specify a separate equation with the relevant information included in each equation. We conduct several diagnostic tests in order to specify the five equations for SW:6 in Sweden and NWT in Norway. We then estimate these equations using Zellner's ISUR, which takes into consideration any possible correlation between the equations and hence is more efficient than other single equation estimation methods, such as OLS.
The results also indicates that CPI, some lagged dependent variables, and several monthly dummy variables representing seasonal effects have a significant impact on the number of visitors to SW6 in Sweden and NWT in Norway. The results also show that the relative price and exchange rate have a significant effect on international tourism demand for some countries. However, although we could view this conclusion as supporting a theoretical framework that describes tourism demand model variable relationships, our demand system lacks a travel cost variable. Nonetheless, our results could also have important implications for the decision-making process of government tourism agencies in both countries when considering influential factors in their long run planning.

## 6. Appendix

### 6.1 Diagnostic tests

### 6.1.1 The Cusum test

This test is used for time series and checks for structural changes. In the Cusum test Recursive Residuals (RR) calculated by the Kalman Filter are used.
I now describe the construction of recursive residuals and the Kalman filter technique. The recursive residuals can be computed by forward or backward recursion. Only forward recursion is described, backward recursion being analogous.
Given N observations, consider the linear model (2.2.1) but with the corresponding vector of coefficient $\beta$ expressed as $\beta_{\mathrm{t}}$, implying that the coefficients may vary over time t .
The hypothesis to be tested is $\beta_{1}=\beta_{2}=, \ldots,=\beta_{\mathrm{N}}=\beta$. The OLS estimator based on N observations is:

$$
\mathrm{b}=\left(\mathrm{X}^{\prime} \mathrm{X}\right)^{-1} \mathrm{X}^{\prime} \mathrm{y}
$$

where X is a N by k matrix of observations on the regressors, and y is an N by 1 vector of observations for the dependent variable. Suppose that only r observations are used to estimate $\beta$. Then for $r>k$, where $k$ is the number of independent variables,

$$
\begin{gathered}
\mathrm{b}_{\mathrm{r}}=\left(\mathrm{X}_{\mathrm{r}} \mathrm{X}_{\mathrm{r}}\right)^{-1} \mathrm{X}_{\mathrm{r}}^{\prime} \mathrm{y}_{\mathrm{r}}, \\
\mathrm{r}=\mathrm{k}+1, \ldots, \mathrm{~N} .
\end{gathered}
$$

Using $b_{r}$, one may "forecast" $y_{r}$ at sample point $r$, corresponding to the vector $X_{r}$ of the explanatory variables at that point.
Recursive residuals are now derived by estimating equation (2.2.1) recursively in the same manner, that is by using the first $k$ observations to get an initial estimate of $\beta$, and then gradually enlarging the sample, adding one observation at a time and re-estimating $\beta$ at each step. In this way, it is possible to get $(\mathrm{N}-\mathrm{k})$ estimates of the vector $\beta$, and correspondingly ( $\mathrm{N}-\mathrm{k}-1$ ) forecast errors of the type:

$$
\begin{gathered}
W r=y_{r}-X_{r} b_{r-1} \\
\mathrm{r}=\mathrm{k}+1, \ldots, \mathrm{~N}
\end{gathered}
$$

where $b_{r-1}$ is an estimate of $\beta$ based on the first $r-1$ observations. It can be shown that, under the null hypothesis, these forecast errors have mean zero and variance $\sigma^{2} \mathrm{~d}_{\mathrm{r}}{ }^{2}$, where $d_{r}$ is a scalar function of the explanatory variables, equal to $\left[1+X_{r}^{\prime}\left(X_{r-1}^{\prime} X_{r-1}\right)^{-1} X_{r}\right]^{1 / 2}$. Then the quantity:

$$
\begin{gathered}
W_{r}=\frac{y_{r}-X_{r} b_{r-1}}{\left[1+X_{r}^{\prime}\left(X_{r-1}^{\prime} X_{r-1)}\right) X_{r}\right]^{1 / 2}} \\
\mathrm{r}=\mathrm{k}+1, \ldots, \mathrm{~N}
\end{gathered}
$$

gives a set of standardized prediction errors, called "recursive residuals". The recursive residuals are independently and normally distributed with mean zero and constant variance $\sigma^{2}$. As a result of a change in the structure over time, these recursive residuals will no longer have zero mean, and the CUSUM of these residuals can be used to test for structural change. CUSUM involves the plot of the quantity:

$$
\begin{aligned}
V_{r} & =\sum_{t=k+1}^{r} W_{t} / \sigma^{*} \\
\mathrm{r} & =\mathrm{k}+1, \ldots, \mathrm{~N},
\end{aligned}
$$

where $\sigma^{*}$ is the estimated standard deviation based on the full sample.
The test finds parameter instability if the cumulative sum goes outside the area between the two error bounds. Thus, movements of $\mathrm{V}_{\mathrm{t}}$ outside the error bounds are a sign of parameter instability.

### 6.1.2 The Breusch-Godfrey-test

The Breusch-Godfrey test can be separated into several stages:

1. Run an OLS on:

$$
y_{t}=\alpha+\beta X_{t}+\theta y_{t-i}+\varepsilon_{t}
$$

This gives us $\hat{\varepsilon}_{t}$
2. Run an OLS on:

$$
\hat{\varepsilon}_{t}=\alpha+\beta X_{t}+\theta_{1} y_{t-i}+\rho_{1} \hat{\varepsilon}_{t-1}+\rho_{2} \hat{\varepsilon}_{t-2}+\ldots+\rho_{P} \hat{\varepsilon}_{t-P}+u_{t}
$$

This equation can be used for any $\operatorname{AR}(\mathrm{P})$ process. From this equation the unrestricted residual sum of squares $\left(\mathrm{RSS}_{\mathrm{u}}\right)$.
The restricted residual sum of squares $\left(\mathrm{RSS}_{\mathrm{R}}\right)$ is given from the following equation:

$$
\hat{\varepsilon}_{t}=\alpha+\beta X_{t}+\theta y_{t-1}+v_{t}
$$

The null hypothesis is:

$$
H_{0}: \rho_{1}=\rho_{2}=\ldots . . .=\rho_{P}=0
$$

3. Run an F-test:

$$
\mathrm{F}=\left(\left(\mathrm{RSS}_{\mathrm{R}}-\mathrm{RSS}_{\mathrm{U}}\right) / \mathrm{p}\right) /\left(\mathrm{RSS}_{\mathrm{U}} /(\mathrm{T}-\mathrm{k}-\mathrm{P})\right)
$$

This has a distribution: $\mathrm{F}(\mathrm{P}, \mathrm{T}-\mathrm{k}-\mathrm{P})$ under the null hypothesis.
The Breusch-Godfrey test can be tested for $\operatorname{AR}(\mathrm{P})$ processes which gives this test a clear advantage over other available tests for autocorrelation.

### 6.1.3 The Ramsey RESET-test

RESET test stands for Regression Specification Error Test. The test is very general and can only tell you if you have a problem or not. It tests for omitted variables and incorrect functional forms or misspecified dynamics and also if there is a correlation between the error term and the independent variable. The null hypothesis is:

$$
\begin{aligned}
& \mathrm{H}_{0}: \mathrm{E}\left(\varepsilon_{\mathrm{i}} / \mathrm{X}_{\mathrm{i}}\right)=0 \\
& \mathrm{H}_{1}: \mathrm{E}\left(\varepsilon_{\mathrm{i}} / \mathrm{X}_{\mathrm{i}}\right) \neq 0
\end{aligned}
$$

(and an omitted variable effect is present)
Thus, by rejecting the null hypothesis indicates some type of misspecification. First a linear regression is specified:

$$
y_{i}=\alpha+\beta X_{i}+\varepsilon_{i}
$$

This gives the restricted residual sum of squares (RSSR). After the RSS $_{R}$ has been found the unrestricted model is presented by adding variables (three fitted values):

$$
y_{t}=\alpha+\beta X_{i}+\theta_{1} \hat{y}_{i}^{2}+\theta_{2} \hat{y}_{i}^{3}+u_{t}
$$

This gives us the unrestricted residual sum of squares $\left(\mathrm{RSS}_{\mathrm{U}}\right)$. In the third step the RESETtest uses a F-test:
$\mathrm{F}=\left(\left(\mathrm{RSS}_{\mathrm{R}}-\mathrm{RSS}_{\mathrm{U}}\right) /\right.$ number of restrictions under $\left.\mathrm{H}_{0}\right) /\left(\mathrm{RSS}_{\mathrm{U}} /(\mathrm{N}\right.$ - number of parameters in unrestricted model))
The F-test checks if $\theta_{1}=\theta_{2}=0$, if $\theta_{1}=\theta_{2} \neq 0$ I have an omitted variable or a misspecification in the model.

### 6.1.4 The White's test

This test is a general test where I do not need to make any specific assumptions regarding the nature of the heteroscedasticity, whether it is increasing, decreasing etc. The test only tells us if I have an indication of heteroscedasticity.

$$
H_{0}: \sigma_{i}^{2}=\sigma^{2} \quad \forall i
$$

The alternative hypothesis is not $\mathrm{H}_{0}$, anything other than $\mathrm{H}_{0}$.
The test can be divided into several steps:

1. Run an OLS on:

$$
y_{i}=\alpha+\beta_{1} X_{1 i}+\ldots+\beta_{k} X_{k i}+\varepsilon_{i}
$$

From this equation I get $\hat{\varepsilon}_{i}$ which is used as a proxy for the variance.
2. Run an OLS on:

$$
\hat{\varepsilon}_{i}^{2}=\alpha_{0}+\alpha_{1} X_{1 i}+\ldots+\alpha_{k} X_{k i}+\alpha_{k+1} X_{1 i}^{2}+\ldots+\alpha_{k+k} X_{k+k}^{2}+\alpha_{k+k+1} X_{1 i} X_{k}+\delta_{i}
$$

Where $k$ is the number of parameters. The variance is considered to be a linear function of a number of independent variables, their quadratic and cross products. Thus, the $X$ :s is used as a proxy for Z .
3. Calculate an F-test:

Restricted model:

$$
\hat{\varepsilon}_{i}^{2}=\alpha_{0}^{\prime}+\delta_{i}^{\prime}
$$

From this test the restricted residual sum of squares $\left(\mathrm{RSS}_{\mathrm{R}}\right)$ is measured.
The F-test is:

$$
\mathrm{F}=\left(\left(\mathrm{RSS}_{\mathrm{R}}-\mathrm{RSS}_{\mathrm{U}}\right) / \mathrm{k}\right) /\left(\mathrm{RSS}_{\mathrm{U}} /(\mathrm{n}-\mathrm{k}-1)\right)
$$

Where

$$
H_{0}: \alpha_{i}=0 \quad \forall i=1,2 \ldots k
$$

### 6.1.5 The ARCH Engel's LM test

This is a test for AutoRegressive Conditional Heteroscedasticity (ARCH). The ARCH process can be modeled as:

$$
y_{t}=\alpha+\beta X_{t}+\varepsilon_{t}
$$

where the Variance of $\varepsilon_{t}$ conditioned on $\varepsilon_{t-i}: \operatorname{Var}\left(\varepsilon_{t} \backslash \varepsilon_{t-i}\right)=\alpha_{0}+\alpha_{1} \varepsilon_{t-i}^{2}$

1. Use OLS on the original model and get: $\hat{\varepsilon}_{t}$. Square it and use it in the folloing unrestricted model:
2. $\hat{\varepsilon}_{t}^{2}=\alpha_{0}+\alpha_{i} \hat{\varepsilon}_{t-i}^{2}+\delta_{t}$
3. Test whether $\alpha_{i}=0$, for any $\mathrm{i}=1,2, \ldots$ By an F-test as before.

### 6.1.6 Test for non-normality

The test for non-normality is normally done before one test for heteroskedasticity and structural changes.
The test used here for testing for normal distribution is the Jarque-Bera test. The Jarque-Bera test is structured as follows:

$$
\begin{gathered}
T\left[1 / 6 \hat{b}_{1}^{2}+1 / 24\left(\hat{b}_{2}-3\right)^{2}\right] \\
b_{1}=\mu_{3} /\left(\mu_{2}\right)^{3 / 2} \\
b_{2}=\mu_{4} /\left(\mu_{2}\right)^{2}
\end{gathered}
$$

Where $T$ is the total number of observations, $b_{1}$ is a measure for skewness and $b_{2}$ is a measure for kurtosis. The $\mu$ are different moments. The test has a chi-square distribution with two degrees of freedom under the null hypothesis of normal distribution. The two degrees of freedom comes from having one for skewness and one for kurtosis.
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[^0]:    *UNESCO Professor of Mathematics and Economics, and Director, Columbia Consortium for Risk Management, Columbia University, New York. This chapter was based on an invited address at a conference at the University of Essex in May 2006, honoring Rex Bergstrom's memory. I thank the participants for valuable comments and particularly Peter Phillips, the organizer. I am also grateful to William Barnett of the University of Kansas, the participants of a Statistics Department seminar at Columbia University, the Econometrics Seminar at the Economics Department of Columbia University, and particularly Victor De La Pena, Chris Heyde, Marc Henry and Dennis Kristensen, for helpful comments and suggestions.

[^1]:    ${ }^{1}$ Observe that this interpretation of the relationship $\preceq$ is identical the definition of relative likelihood when $f$ is a density function. Therefore it agrees with the definition provided in the previous section.

[^2]:    ${ }^{1}$ For example, Papell (1997).

[^3]:    ${ }^{2}$ In recent work, So and Shin (1999) suggested the use of the Cauchy estimator, which uses the sign function as an instrumental variable, in place of the ordinary least squares (OLS) estimator in autoregressions that included both stationary and nonstationary cases.

[^4]:    ${ }^{3}$ See eq.(25) in Phillips et al. (2004, p.231).

[^5]:    ${ }^{1}$ See Heckman et al. (1999) for a detailed survey.
    ${ }^{2}$ A number of papers have found evidence of biases in randomized field experiments. See Card \& Hyslop (2005), Card \& Hyslop (2009), Brouillette \& Lacroix (2010), Kamionka \& Lacroix (2008), Crépon et al. (2011).

[^6]:    ${ }^{3}$ One notable exception is Bonnal et al. (1997) who consider as many as 6 different different states: permanent employment, temporary employment, public policy employment (training), unemployment, out-of-labour-force (non-employment), and an absorbing state (attrition).
    ${ }^{4}$ Two biases are likely to result from stock samples: (1) length-bias; (2) inflow-rate bias. The former may arise because lengthy spells are more likely to be ongoing at the time the sample is chosen. The latter is related to the fact that the probability of being sampled is related to the probability of starting a fresh spell at time the sample is chosen. See Gouriéroux \& Monfort (1992) and Van den Berg et al. (1994) for a detailed analysis.
    ${ }^{5}$ Individuals must be aged over 18 to qualify for benefits, although single parents less than 18 still qualify.

[^7]:    ${ }^{6}$ The welfare files contain information dating back to 1979 and ending in December 1993. The SV files contains information beginning in January 1987 and ending in December 1996. Finally, The ROE files contain information ranging from January 1975 to December 1996. The analysis focuses on the 1987-1993 period due to data limitations.
    ${ }^{7}$ Data concerning unemployment spells are available only as of January 1987. Consequently, a small proportion of unemployment spells occurring prior to 1987 may be wrongly coded as out of the labour force (OLF). Two factors lead us to believe that the proportion of such spells is likely insignificant. First, the large majority of individuals who were 18 or 19 years of age in the years 1990 and beyond where in the OLF, the employment or the welfare states between 16 and 19. Second, of those individuals, the majority who had an employment spell would not have qualified for UI benefits given the eligibility rules that prevailed between 1984 and 1987.
    A similar problem arises with respect to employment spells. Indeed, spells that were ongoing in December 1993 will not show up in the ROE files until they are terminated. To avoid misclassifying these spells as OLF, the ROE files are searched as late as December 1996. Given the average length of employment spells reported in Table 1, it is very unlikely that many employment spells that were ongoing in December 1993 will still be ongoing as late as December 1996, and thus wrongly classified as OLF.

[^8]:    ${ }^{8}$ Preliminary analysis was also conducted giving the end date precedence over the start date of a new spell. The resulting transitions matrices and average durations are very robust to this strategy.
    ${ }^{9}$ Non-profit organizations have to pay a symbolic $1 \$$ per working day. The participants receive regular benefits.

[^9]:    ${ }^{10}$ For example, the welfare files provide information on a monthly basis. Any interruption lasting between 1-3 weeks will not be recorded in the data. The record will show an uninterrupted sequence of monthly benefits receipt. Thus Welfare-Welfare transitions are not identifiable in the data. On the other hand, UI spells are recorded on a weekly basis. Unemployed workers that work a number of weeks or hours while claiming benefits may qualify for additional benefits once they exhaust their original entitlement. The SV files will indicate a new UI spell starting the week following exhaustion. Thus UI-UI transitions are identifiable in the data.

[^10]:    ${ }^{11}$ See Fougère \& Kamionka (2008) for a more general presentation of the econometrics of transition models.

[^11]:    ${ }^{12}$ If the transition from state $i$ to state $j$ cannot be observed, we assume that the corresponding latent distribution is defective and set a probability mass equal to one on $+\infty$.

[^12]:    ${ }^{13}$ See section 4 .

[^13]:    ${ }^{14}$ In what follows, $\theta$ includes $\gamma$, the parameters of $q(\cdot)$.

[^14]:    ${ }^{15}$ The model was also estimated using normal, student-t, $\chi^{2}$ and gamma distributions. The results based on these specifications are not reported here for the sake of brevity, but are available on request. The specification based on the weibull was preferred to all others for two reasons. First, the parameter estimates based on the weibull distribution are very similar to those based on discrete distributions with a finite number of mass points. Given the latter are robust to specification errors on the distribution of the heterogeneity components (see Heckman \& Singer (1984)), the weibull distribution appears to depict similar properties. Second, as in Heckman \& Singer (1984), the value of likelihood function based on the weibull distribution is larger than those based on other distributions.

[^15]:    ${ }^{16}$ Bonnal et al. (1997) also found the slope parameters to be relatively insensitive to the distributional assumptions of the unobserved heterogeneity variables. In their work, they compare a two-factor loading model with a finite number of points of support with a single-factor loading model that draws heterogeneity terms from an i.i.d. $N(0,1)$ distribution. The insensitivity of the slope parameters to the distributional assumption is consistent with the results of Heckman \& Singer (1984) using single durations data.
    ${ }^{17}$ The weibull distribution function of a random variable $x$ is given by $F(x)=1-\exp \left[-\lambda x^{\gamma}\right]$.

